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Abstract

A learning resource recommendation method based on fuzzy logic (RRMF) was proposed to solve the ambiguity problem of categorizing learning resources and determining learners’ knowledge levels in the learning resource recommendation process and to improve the accuracy of recommending learning resources. First, learning resources were modeled using fuzzy set theory. The learning resources were divided in accordance with knowledge points, and the association of each learning resource to different knowledge points was calculated. One learning resource is associated with multiple knowledge points at different degrees. Second, the learners were modeled through fuzzy cognitive diagnosis method by determining the knowledge level of learners. On this basis, a learning resource recommendation model was constructed. Scores of candidate learning resources of the target learners were predicted, and learning resources with scores that satisfy the value range were recommended to learners. Finally, the proposed RRMF was verified through a test on real datasets FrcSub, Math1, and Math2. Experimental results demonstrate that the mean absolute errors of the proposed RRMF on different datasets are 0.3045, 0.2944, and 0.2817. The proposed RRMF is remarkably superior to the recommendations based on cognitive diagnosis, probabilistic matrix factorization, and collaborative filtering. Moreover, the proposed RRMF increases the accuracy of recommendation. This finding confirms that the proposed RRMF can solve the fuzziness problem in the learning resource recommendation process effectively and increase the accuracy of the learning resource recommendation. The conclusions in this study provide novel methods for designing learning resource recommendation services.
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1. Introduction

Currently, learning can be completed whenever and wherever possible given the popularization of online learning. Learners can easily acquire various network learning resources in multiple ways. Numerous learning resources are published online, thereby resulting in the explosive growth of learning resources. This phenomenon increases the difficulties for learners to find the learning resources that truly satisfy their requirements. Under this circumstance, “information overload” intensifies gradually, which results in an increasingly prominent “learning loss.” This problem can be effectively addressed if personalized intelligent push services are offered online, and the recommendation system must help learners find the learning resources that satisfy their own demands [1]. The key to a successful implementation of online learning is by designing an intelligent learning resource recommendation method. However, learning resource recommendations differ from conventional commodity and movie recommendations. The analysis shows that learning resource recommendation is frequently accompanied by the following ambiguities:

(1) Fuzziness of learning resource division. The division of learning resources is slightly ambiguous. Generally, the relationship between learning resources and knowledge points is not an explicit problem of existence but of depth. One learning resource may be associated with multiple knowledge points with different degrees of association. In particular, one learning resource may be strongly associated with a knowledge point but may be weakly associated with others. Such “strength” and “weakness” are fuzzy.

(2) Fuzziness of the knowledge level of learners. The knowledge point mastery degree of learners cannot be simply defined as mastered or not. Alternatively, it shall emphasize the degree of mastery, that is, the knowledge points that learners mastered and did not master well. The degrees of mastery described as “relatively good” and “very good” are fuzzy assessments of the degree of mastery.

These fuzzy problems in learning resource recommendation may affect the accuracy of learning resource and learner models, and thus these problems may further influence the accuracy of the final recommendation. Existing methods for learning resource recommendation rarely consider such fuzzy problems. However, existing associated studies have focused on the interests and knowledge level of learners or on conventional commodity recommendation techniques [2, 3]. These recommendation methods fail to accurately construct learning resource and learner models and cannot effectively solve the fuzzy problems in learning resource recommendation. Thus, learning resource and learner models are constructed using fuzzy set theory and fuzzy cognitive diagnosis method, respectively. On this basis, the learning resource recommendation process can be effectively addressed if personalized cognitive diagnosis methods are adopted.
recommendation model is constructed to recommend appropriate learning resources to learners. The accuracy of learning resource recommendation in online learning must be improved to solve the fuzzy problems in learning resource recommendation because it may improve learning efficiency and user satisfaction.

2. State of the art

Currently, designing the learning resource recommendation method mainly focuses on the following three aspects:

(1) Collaborative filtering is used more extensively than other conventional commodity recommendation methods. Chen et al. [4] proposed a learning resource recommendation method, which first recognized the learning resources that learners were interested in on the basis of item-based collaborative filtering. Second, the method was used to determine the learning order of resources through sequential pattern mining algorithm and finally recommend the arranged learning resources to the learners. The experimental results verified that such a method can achieve relatively favorable recommendation performances. Rodriguez et al. [5] proposed a student-centered hybrid recommender system to accomplish the learning resource recommendation by combining collaborative filtering, content-based recommendation, and knowledge-based recommendation. dos Santos et al. [6] reported that clustering learning objects before the use of collaborative filtering techniques can improve the recommendations performance. The advantage of collaborative filtering is the free construction of learning resource and learner models. However, the recommendation performances deteriorate given the intensifying data sparsity and cold start of users in actual application scenes.

(2) Learning resources are recommended in accordance with the interest and knowledge level of learners. Klašnja-Miličević et al. [7] automatically recommended learning contents to learners by combining the interests, knowledge level and learning style of learners. Learners can improve the efficiency of learning by using this recommender system. This system divides the knowledge level of learners into five ratings, which do not reflect the knowledge point mastery degree of learners. Lu [8] determined the demands of learners through a multi-attribute evaluation method and recommended the desired learning resources through a fuzzy matching method. This method lacks the construction of learning resource and learner models, and its experimental effect must be further verified. Wan et al. [9] proposed a learning resource recommendation method on the basis of the mixed concept map and immune algorithm. This method considered the interest and emotional factors of learners comprehensively when recommending learning resources. However, emotion and other information are difficult to determine. Chen et al. [10] presented a recommendation method by combining two-phase blue-red trees of rule-space model and optimized learning path. This method determined the concept of learning for learners and recommended associated learning resources. This method aptly recommended a learning path. Liu et al. [11] constructed a learner model using an interest graph and proposed a learning resource recommendation method based on this interest graph. A course type was determined initially, and then relevant learning resources in accordance with the interests of learners were recommended. However, this method failed to delineate the relationship between learning resources and knowledge points. Bernacki [12] introduced a learning resource recommendation method, which considered content, difficulty, and type of learning resources comprehensively. The method recommended the optimal learning resources for learners using an analytic hierarchy process; however, it lacked the corresponding experimental analysis, and the application effect of this method should be further tested. Salehi et al. [13] developed a hybrid learning resource recommendation method, which recommended appropriate learning resources to learners on the basis of their preference tree. However, this method did not construct a learning resource model. Although these recommendation methods can recommend learning resources to learners in accordance with their states, none of these methods achieved an accurate model for learning resources and learners.

(3) Learning resources are recommended in accordance with fuzzy set theory. Wu et al. [14] suggested a learning resource recommendation method on the basis of fuzzy tree matching. In this method, the learning activity and learner models were constructed using a fuzzy tree, and a similarity calculation method based on the fuzzy tree was designed. Learning resources were recommended in accordance with the matching degree of learning resources and learners. The experimental results confirmed that this method can increase the accuracy of recommendation. However, this method overlooked the fuzzy membership between learning resources and knowledge points. Ferreira-Satler et al. [15] constructed a user model using fuzzy ontology and designed a learning resource recommendation method on the basis of ontology reasoning. This method neglected fuzzy problems in learning resource division. Tambe et al. [16] designed a recommendation system on the basis of fuzzy logic and ontology method. This system recommended resources to users using ontology reasoning and fuzzy logic in accordance with the inquiry words input by users. However, the system did not construct models for learning resources and learners. Sabitha et al. [17] clustered learning resources in accordance with learning styles through fuzzy c-mean clustering method and recommended learning resources on the basis of the learners’ learning style. This method also neglected the fuzziness in categorizing learning resources and the knowledge level of learners. Although these studies had slightly discussed fuzzy problems during learning resource recommendation, the fuzziness in categorizing learning resources and the knowledge level of learners remained.

Based on the literature review, the existing learning resource recommendation methods hardly consider fuzziness in categorizing learning resources and knowledge level of learners. Therefore, the fuzzy problems in learning resource recommendation are not solved properly in existing associated studies. This situation further causes the poor accuracy of learning resource and learner models, thus influencing the final recommendation results. Thus, a learning resource recommendation method based on fuzzy logic (RRMF) is proposed. This method is used to perform a fuzzy division of learning resources and compute the degree of membership of learning resources to different knowledge points. This method also indicates that one learning resource belongs to different knowledge points at various degrees. In subsequent sections, the knowledge level model of learners is constructed through the fuzzy cognitive diagnosis method, which obtains the knowledge point mastery degrees of learners. On this basis, the learning resource recommendation model is established. Finally, the candidate learning resource scores of target learners are predicted on
functions, and exponential-like function [19]. In this study, the exponential-like function is applied to calculate the membership function $\mu_{s}(I_j)$. The exponential-like function attenuates quickly and thus conforms to the correlation features between learning resources and knowledge points. Equation (1) is used as the calculation formula. $\mu_{s}(I_j)$ satisfies the condition that the degree of membership is positively related to the correlation degree between learning resources and knowledge points. If a learning resource is independent of a knowledge point, then the corresponding degree of membership is 0.

$$
\mu_{s}(I_j) = \begin{cases} 
(\frac{1}{2})^{\frac{r_k}{L_j-\lambda r_k}} & \text{if } 1 \leq r_k \leq L_j \\
0 & \text{if } r_k > L_j 
\end{cases} 
$$

(1)

where $N=|L_j|$ is the number of knowledge points correlated with the learning resource $I_j$, $r_k$ is the position of the knowledge point $x_i$ in all knowledge points related to the learning resource $I_j$ and is given by domain experts, and $\lambda$ is the adjustment parameter.

3.2 Learner modeling

The knowledge level of learners changes continuously with the progress in learning. Such a change is a progressive process, which is accompanied by certain fuzziness. Hence, the knowledge point mastery degree of learners cannot be specified, and the degree of mastery is fuzzy. The knowledge level model of learners is constructed using the fuzzy cognitive diagnosis model (FuzzyCDF) proposed by Wu et al. [20]. On the basis of this model, the knowledge point mastery degree of learners can be known, and the learners’ scores in the learning resource or problem can be predicted.

**Fig. 1. Fuzzy Cognitive Diagnosis**

FuzzyCDF overcomes the limitation of existing cognitive diagnosis models within objective problems, and
FuzzyCDF can diagnose the performances (e.g., scores) of examinees in subjective and objective problems (Fig. 1). This model is a production process, which started with the latent traits of examinees. It determines the skill level of examinees initially and then calculates the knowledge mastery degree of examinees. Based on considerations of slip and guess factors, this model finally gains observable scores of examinees on different problems, where \( \xi \) is the examinee with a latent trait of \( \theta \). For the \( k \)th skill (knowledge point) level (mastery degree), the logistic model can be expressed as follows:

\[
\xi_{ik} = \mu_{ik} = (1 + \exp(-a_{ik}(\theta_i - b_{ik})))^{-1}
\]  

(2)

where \( a_{ik} \) is the discrimination of problems, and \( b_{ik} \) is the difficulty of problems. The performances of examinees can be calculated using Equation (3) or (4). The performances of examinees to subjective problems can be determined using Equation (3).

\[
P(R_{ij} = 1 | \eta_{ij}, s_i, g_i) = (1 - s_i)\eta_{ij} + g_i(1 - \eta_{ij})
\]  

(3)

The performances of examinees to objective problems can be measured using Equation (4),

\[
P(R_{ij} | \eta_{ij}, s_i, g_i) = \mathcal{N}(R_{ij} | (1 - s_i)\eta_{ij} + g_i(1 - \eta_{ij}), \sigma^2)
\]  

(4)

where \( R_{ij} \) is the score of examinee \( j \) on the problem \( i \), and \( \eta_{ij} \) is the mastery degree of examinee \( j \) on the problem \( i \). If the knowledge points between each other on a problem are conjunctive, then the formula used is Equation (5). If the knowledge points between each other on a problem are compensatory, then the formula used is Equation (6). \( s_i \) and \( g_i \) denote the slip and guess factors of problem \( i \). \( \sigma^2 \) is the variance of the normalized score of an examinee on a subjective problem.

\[
\eta_{ij} = \mu_{ij}(s_i + k(j))
\]  

(5)

\[
\eta_{ij} = \mu_{ij}(s_i + k(j))
\]  

(6)

The parameters in the model were estimated using markov chain monte carlo algorithm. Detailed steps are introduced in reference [20].

The knowledge point mastery degree of learners can be gained using the FuzzyCDF. A learner can express a vector form related to a knowledge point. Moreover, the scores of learners on different problems, including scores on objective and subjective problems can be obtained.

### 3.3 Similarity computation

In the process of learning resource recommendation, one key problem is computing the similarity among learning resources and among learners. The learning resource is expressed in the vector form related to knowledge point, and thus the learner is expressed in knowledge point mastery degree, which can be expressed as a vector. Consequently, the similarities among different learning resources and among various learners were computed using cosine similarity calculation method based on the fuzzy set [19].

\[
sim(I_i, I_j) = \frac{\sum \mu_{ik}(I_i) \mu_{jk}(I_j)}{\sqrt{\left(\sum (\mu_{ik}(I_i))^2\right)\left(\sum (\mu_{jk}(I_j))^2\right)}}
\]  

(6)

\[
sim(U_i, U_j) = \frac{\sum \mu_{ik}(U_i) \mu_{jk}(U_j)}{\sqrt{\left(\sum (\mu_{ik}(U_i))^2\right)\left(\sum (\mu_{jk}(U_j))^2\right)}}
\]  

(7)

Equation (7) is used to compute for the similarity among different learning resources. \( \mu_{ik}(I_i) \) is the membership degree of learning resource \( I_i \) to the knowledge point \( x_i \). Equation (8) is used to compute the similarity among different learners. \( \mu_{ik}(U_i) \) is the mastery degree of the learner \( U_i \) to the knowledge point \( x_i \).

### 3.4 Learning resource recommendation model

The learning resource recommendation model is constructed on the basis of the learning resource and the learner models. The overall framework of the constructed learning resource recommendation model is illustrated in Fig. 2. First, the fuzzy division of learning resources in accordance with a knowledge point is performed through the method introduced in Section 3.1. The membership degree of resources to different types of knowledge points can be gained. Second, the knowledge level model of learners is constructed through the fuzzy cognitive diagnosis method in Section 3.2 by determining the knowledge point master degree of learners. In addition, the neighbor users of the target learners are recognized using the formula for fuzzy similarity. Thus, the relevant knowledge point set that the target learner has to learn is obtained. Third, the knowledge points for recommendation are further screened on the basis of the knowledge level of the learner. Finally, the candidate learning resources, which are highly correlated with knowledge points for recommendation are identified, and the scores of the target learner on the candidate learning resources are predicted. The learning resources that satisfy the score range are recommended to the learner.

The proposed model can recommend complementing learning resources or new resources for subsequent learning in accordance with practical situations. Learners with relatively low knowledge level are generally offered complementing learning resources to compensate the learned but not mastered knowledge, whereas learners with a high knowledge level are generally recommended new learning resources to help progress their learning. These feats can be achieved by setting relevant parameters in the model.
3.5 Recommendation algorithm steps
The specific algorithm steps are constructed on the basis of the learning resource recommendation model. In the learning resource recommendation, learning resources, especially problems, are mainly used to consolidate and increase the mastery degree of the learned knowledge points. Thus, these resources are generally those closely related to the knowledge points, which the target learner has not mastered well. In practical application, the priority is to determine the knowledge point set, which the target learner had not mastered well. The learning resource list, which highly correlates with the knowledge points in this set, is identified. Finally, the candidate learning resources with scores that satisfy the value range are recommended to learners. The recommendation algorithm steps are introduced as follows:

Input: correlation vector between learning resources and knowledge point, problems knowledge point correlation matrix, problem score, and the target learner.

Output: learning resource recommendation list.

(1) Based on the problem–knowledge point and the score matrices, the mastery degrees of the target learner and other learners on different knowledge points can be computed using Equation (2).

(2) The neighbor users of the target learner are computed using Equation (8). On this basis, the knowledge point set that the target learner has to learn is further determined.

(3) Knowledge points that the target learner did not master well are screened from the knowledge point set, which is produced in Step (2) by setting a threshold.

(4) Candidate learning resources are matched with the knowledge points produced in Step (3). According to the setting of the threshold, learning resources, which are highly associated, are screened, thereby forming the candidate learning resource set.

(5) Scores of the learners on different candidate learning resources are further predicted using the cognitive diagnosis model FuzzyCDF.

(6) The top-N learning resources, which satisfy the score range, are recommended to the target learner, thus marking the end of the learning resource recommendation.

3.6 Experiment design
The proposed RRMMF was compared with three methods on the basis of real datasets to verify the proposed RRMMF effectively. The detailed contents are introduced as follows:

(1) Deterministic inputs, noisy, “and” gate (DINA) [21]. A cognitive diagnosis method models the examinees’ skill proficiency and the slip and guess factors of problems with a Q-matrix. This method predicts the scores of learners on candidate resources and recommends those with high scores to the learner.

(2) Probabilistic matrix factorization (PMF) [22]. PMF decomposes a high-dimensional matrix into two low-dimensional matrices from the perspective probability, thus predicting the performances of learners on problems and recommending relevant resources.

(3) Collaborative filtering (CF) [2]. CF is a resource recommendation method based on the preferences of neighbor users.

In this experiment, a real dataset introduced by Wu et al. [20] has been applied. The real dataset is composed of three parts, namely, FrcSub, Math1, and Math2. FrcSub is the problem dataset involving the addition and subtraction of fractions and is frequently used to verify the performance of the cognitive diagnosis model. FrcSub contains scores of learners on problems and knowledge point correlation matrix in problems. The former covers the score data of 536 learners on 20 objective problems, where 1 means right and 0 means wrong. The latter covers the relationships between 20 problems and 8 knowledge points, where 1 means related and 0 means unrelated. Math1 and Math2 are united mathematics examination datasets. These datasets are also composed of the score data of learners on problems and the problem–knowledge point correlation matrix. Specifically, Math1 covers scores of 4209 learners on 15 objective and 5 subjective problems. Scores of objective problems are expressed by 1 (correct) and 0 (wrong), whereas the scoring ratio of subjective problem ranges in the interval of [0, 1]. The problem–knowledge point correlation matrix contains correlations between 20 problems and 11 knowledge points, where 1 means correlated and 0 means non-correlated. Math2 includes scores of 3911 learners on 16 objective and 4 subjective problems and correlations between 20 problems.
and 16 knowledge points. These datasets are summarized in Table 1.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Learner</th>
<th>Objective</th>
<th>Subjective</th>
<th>Knowledge Point</th>
</tr>
</thead>
<tbody>
<tr>
<td>FrcSub</td>
<td>536</td>
<td>20</td>
<td>0</td>
<td>8</td>
</tr>
<tr>
<td>Math1</td>
<td>4209</td>
<td>15</td>
<td>5</td>
<td>11</td>
</tr>
<tr>
<td>Math2</td>
<td>3911</td>
<td>16</td>
<td>4</td>
<td>16</td>
</tr>
</tbody>
</table>

The performances of the proposed RRMF on FrcSub, Math1, and Math2 are compared with those of the three other recommendation methods (DINA, PMF, and CF). First, each dataset is divided into the training and test sets randomly in accordance with different proportions. The proportions of a training set are fixed at 40%, 60%, and 80%, whereas the proportions of the corresponding test set are 60%, 40%, and 20%. Second, all recommendation methods are compared on the basis of the three proportions of datasets. Finally, the experimental results on the dataset whereby the training set accounted for 80% are used as the final experimental results.

In the experiment, the mean absolute error (MAE) is used as the performance evaluation metric of the algorithm. MAE is an evaluation metric that is used frequently in the recommendation system. It tests the effect of the recommendation method by calculating the mean absolute difference between predicted scores and real value. A small MAE indicates an improved effect of the recommendation method. The formula for obtaining the MAE is expressed in Equation (9).

\[
MAE = \frac{\sum |p_i - q_i|}{N}
\]

where \(N\) is the total number of scoring items of the learner, \(p_i\) is the predicted score, and \(q_i\) is the actual score.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Learner</th>
<th>Objective</th>
<th>Subjective</th>
<th>Knowledge Point</th>
</tr>
</thead>
<tbody>
<tr>
<td>FrcSub</td>
<td>536</td>
<td>20</td>
<td>0</td>
<td>8</td>
</tr>
<tr>
<td>Math1</td>
<td>4209</td>
<td>15</td>
<td>5</td>
<td>11</td>
</tr>
<tr>
<td>Math2</td>
<td>3911</td>
<td>16</td>
<td>4</td>
<td>16</td>
</tr>
</tbody>
</table>

4 Result analysis and discussion

The MAEs of different recommendation methods based on various datasets are listed in Table 2. For FrcSub, Math1, and Math2, the proposed RRMF is superior to others in terms of recommendation effect. Specifically, the MAEs are 7.82%, 13.08%, and 17.82% lower in the RRMF for FrcSub than in the DINA, PMF, and CF, respectively. The MAEs are 10.34%, 15.18%, and 16.29% lower in the RRMF for Math1 than in the DINA, PMF, and CF, correspondingly. The MAEs are 11.94%, 14.56%, and 18.98% lower in the RRMF for Math2 than in the DINA, PMF, and CF, respectively. These findings indicate that the proposed RRMF is more effective than the DINA, PMF, and CF with respect to learning resource recommendations. Furthermore, DINA is quite unstable and show poor recommendation effect when the proportion of the training set is low. This phenomenon may be caused by the large diagnosis error of learners in terms of knowledge point mastery given the reduction of the training data. In comparison with the PMF, the advantage of the RRMF is unnoticeable when the test set proportion is low. However, the advantage of the RRMF becomes increasingly prominent with the increase in the training set proportion. In addition, the recommendation effect of the CF decreases dramatically with the reduction in the training set proportion. This observation is possibly due to the difficulty of using CF to recognize learners with the highest similarity through the conventional calculation method on a small dataset. The proposed RRMF adopts the fuzzy similarity calculation method to compute the similarity among learners and combines the knowledge level of the target learners. Therefore, the proposed RRMF achieves better recommendation effects than the other methods.

A contrastive experiment of several methods for various datasets with different proportions of the training set is conducted to exhibit the advantages of the proposed RRMF intuitively. The results are depicted in Figs. 3–5. The experimental results when the proportions of the training set are 40%, 60%, and 80% are demonstrated in Figs. 3, 4, and 5, correspondingly. The MAEs of all recommendation methods decrease with the increase in the proportion of the training set. This finding reflects that all recommendation methods are effective when the training set reaches a certain proportion. The MAEs of all the recommendation methods are not very small on the dataset wherein the proportion of the training set is 40% (Fig. 3). The model parameters in DINA, PMF, and RRMF must be deduced depending on the training set, and thus the small proportion of the training set may result in poor training accuracy of the model parameters and influence the final recommendation effect. However, the experimental results on the dataset under 60% of the training set are better than those under 40% (Fig. 4). Further analysis shows that the MAEs of all recommendation methods on the dataset under 80% of the training set are low. The RRMF possesses significant superiorities to all the other recommendation methods (Fig. 5) because the RRMF constructs the learner model through the fuzzy cognitive diagnosis method, which can accurately reflect the knowledge point mastery of learners. Moreover, it groups learning resources using fuzzy set theory, which describes the relationship between the learning resource and knowledge point accurately. Consequently, the RRMF assures the accuracy of the recommendation results. By contrast, the DINA only reflects whether learners master the knowledge points or not. The PMF and CF disregard the knowledge point mastery of learners, thereby resulting in the poorer performance of MAE than that of the RRMF. In particular, the RRMF is significantly advantageous on the large Math1 and Math2, thus further verifying the validity of the proposed RRMF.
In addition, the real data of the actual examinations are applied as the dataset in this study. Each learner in the dataset has participated in all exams. Therefore, the sparsity of dataset is low. In actual applications, each learner can only browse and learn certain learning resources with limited efforts considering the high number of learning resources. Thus, the sparsity of data is typically high. Under this circumstance, conventional recommendation methods, such as CF, may offer poor recommendation results. Based on the experimental results in Table 2 and Figs. 3–5, the proposed RRMF is the optimum method because it simultaneously provides consideration to the similarity of learners (universality) and knowledge point mastery degree of learners (personality).

5. Conclusions

Fuzzy problems in categorizing learning resources and knowledge level of learners during learning resource recommendation might decrease the recommendation accuracy of online learning resources. A learning resource recommendation method was proposed in this study to address these fuzzy problems, overcome their influence on recommendation results, and increase the accuracy of recommendation. A contrastive experimental study of the proposed RRMF and other recommendation methods based on real datasets was conducted, thereby verifying the validity of the proposed RRMF. The following major conclusions were drawn:

1. A learning resource model was accurately constructed using fuzzy set theory. This model can accurately describe the relationship between learning resources and the type of knowledge points, solve the fuzzy problem in categorizing learning resources, and assure the reliability of recommendation results.

2. The knowledge level model of learners was constructed using fuzzy cognitive diagnosis. This method of diagnosis depicts the actual knowledge level of learners, assures the accuracy of recommendation results, and makes the recommendation results slightly explainable.

3. The proposed RRMF can handle fuzzy problems effectively. This method is applicable to recommending learning resources because it can increase the accuracy of recommendation and improve performance recommendation.

The proposed RRMF can be used to recommend not only learning resources but also courses and learning paths in the field of education. However, this study has several limitations. The problem of same membership was not considered when one learning resource is associated with multiple knowledge points. This limitation will become a key research topic in the future.
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