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Abstract 
 

The primary key in novel recommendation is to judge whether an item is “new” for target users. The novelty of 
recommended items to users changes with time. Therefore, the effects of time factors on user preference, as well as the 
novelty and accuracy of the recommended items, have become key to novelty recommendation research. To increase 
novelty based on recommendation accuracy, a novel recommendation algorithm based on time-aware was proposed. First, 
a time attenuation parameter was introduced into a traditional algorithm to strengthen the weights of recently adopted 
items. Next, the calculation of innovation adoption activism was adjusted through time information. Differences among 
recommended items were calculated by combining the time of items that have been adopted by users and the quantity of 
relevant categories. Lastly, the novelty of recommended items was calculated by the result fusion strategy for Top-N 
recommendation. Meanwhile, the effectiveness of the proposed algorithm was verified by conducting an offline 
experiment. Results demonstrate that the novelty of the recommendation list by the proposed algorithm is significantly 
higher than that of traditional algorithms. Novelty when the number of items in the candidate set reaches 300-400 reaches 
the peak. The recall rate of unknown items increases by 25%, whereas the recall rate of known items decreases by 60%. 
The average popularity of the recommendation list decreases by 50%, and the coverage rate increases by 200%. The 
proposed algorithm improves the ability of the recommendation system (RS) to explore novel items. This study provides 
references for improving the satisfaction of users with RSs. 
 
Keywords: time-aware, novelty, recommendation algorithm, accuracy 
____________________________________________________________________________________________ 

 
1. Introduction 
 
With the rapid development of information technology and 
Internet computation, Web 2.0 technology makes human 
beings consumers and producers of information. Not only 
does it bring significant convenience to human beings, it 
also intensifies the problem of information overload [1]. 
Recommendation systems (RSs) establish a user preference 
model by analyzing the historical behavior of users rather 
than asking users to provide explicit demands; thus, users 
obtain information that meet their interests and needs 
positively. Almost all large-sized e-commerce systems use 
different forms of RSs to different extents, and personalized 
recommendation technologies can help users make wise 
choices from numerous products [2]. In most cases, RSs 
provide a list of many similar items to assure accuracy. 
Moreover, RSs consider the historical consumption records 
or behavioral similarity of users, thus resulting in 
redundancy and serious homogeneous problems of 
recommendation results. As a result, users hardly encounter 
fresh and diversified content, thus decreasing user 
satisfaction [3]. Since the development of RSs, most 
associated studies have focused on the accuracy metric. In 
addition to accuracy, the influencing factors of user 
satisfaction include validity, novelty, and usability. 
Therefore, many studies on the potential defects of RSs have 
been conducted [4]. Pursuing high accuracy in RSs 
decreases diversity and novelty; thus, it may cause some 

problems, such as homogeneity, polarization, echo chamber, 
and wrong information [5]. Given that the novelty metric is 
close to user satisfaction, it has attracted considerable 
attention and thus is being studied further. However, most 
novel recommendation algorithms are challenged with 
decreasing accuracy [6]. 

Substantial situational information facilitates the 
establishment of an accurate user preference model, thus 
improving the performance of RSs [7]. Such information 
mainly includes location, time, weather, equipment, and 
emotions. Among them, time is considered one of the most 
useful information. Using time information is beneficial to 
analyzing the evolution of user preference and recognizing 
the periodicity of user habits and interests. Therefore, time 
information becomes a key input variable of context-aware 
RSs. Using time information can accurately establish a user 
preference model [8] and effectively improve the accuracy 
of RSs [9]. However, how to improve novelty of RS based 
on time information is rarely studied. 

For this reason, a novel recommendation algorithm was 
designed by studying the temporal characteristics of 
preference, unknown, and difference of novelty items, 
aiming to establish an improved user preference model in 
terms of accuracy. Moreover, items that conform to user 
novelty-aware at the current moment were recommended. 

 
 
2. State of the art  
 
With respect to the problem of accurate recommendation, 
novel recommendation has been highly considered in recent 
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years. To determine relevant definitions, some studies have 
attempted to explain novelty by using the existing cold boot 
method. When solving the novelty problem of new items, 
Yu found that items that are kept unknown from most users 
and have low popularity often appear novel to users; he also 
measured the novelty of recommendation results in 
accordance with the proportion of new items in the 
recommendation list [10]. Chou et al. defined the percentage 
of artists that users know in the music recommendation as 
novelty [8]. However, these studies only evaluated the 
overall novelty of recommendation results and did not define 
novelty of items. Chen et al. considered scoring time and 
introduced the concept of “innovator” and “potential 
followers.” They believed that the scoring terms of the 
innovator are novel to target users [11]. Kapoor et al. 
believed that novel items refer to newly added unevaluated 
items of the system and items that users do not know or may 
have forgotten [12]. Given that item popularity is convenient 
for calculation, commodities with low popularity are 
believed to be novel [13, 14]. However, global value cannot 
reflect user interest and cannot express the novelty of the 
same item to different users. On the basis of a user–item 
bipartite graph, Wu et al. combined random walk and heat 
conduction theory by parameters, thus increasing accuracy 
and novelty [15]. Wang et al. proposed a recommendation 
model based on the discovered relations of user items; this 
model increased the novelty and diversity of 
recommendation list effectively compared with the 
traditional k-nearest neighbor (KNN) algorithm and the 
nonimproved classical algorithm based on MMR [16]. Yu et 
al. proposed the correlations between users and community 
in terms of adjacent domains and subjects and developed a 
measurement method of user–community distance. Later, 
the novelty of candidate communities was calculated on the 
basis of the measured user–community distance, and novel 
communities were recommended, with consideration to the 
accuracy of recommendation results [17]. Pietro et al. 
proposed the concept of adjacent possibility, which can 
further meet user needs, to the redesigning of RSs [18]. 
None of the abovementioned algorithms have considered the 
differences of novelty. Hence, novel recommendation must 
establish a user preference model according to items that are 
adopted by users. 

Clustering algorithms are often used to user preference 
modeling. Han et al. clustered users and items into several 
subsets according to user–item evaluation matrices and item 
attributes derived by field experts. Later, candidate items 
were explored by selecting item attributes. The mean 
absolute error and root mean square error were increased 
significantly [19]. Jiang et al. introduced information 
entropy and biclustering into collaborative filtering, which 
was superior to the benchmark algorithm in terms of 
accuracy and calculation cost [20]. Raja et al. proposed an 
RS of personalized mobile multimedia applications on the 
basis of user evaluation, comment text, application 
description, and application popularity. This RS analyzes 
user comments and describes applications by using the latent 
Dirichlet allocation (LDA) subject model, implements k-
means clustering of all extracted application features in 
principal component analysis, and leaves optimal potential 
features. This algorithm assures the correlation and diversity 
of the recommendation list [21]. Das et al. clustered or 
divided user spaces of the system in accordance with user 
positions by using two hierarchical space division data 
structures, namely, k-d tree and quadtree, and then predicted 
the grade of target users with these clusters. Operation time 

was decreased significantly while maintaining the acceptable 
recommendation quality [22]. Mezni et al. mixed the k-
means clustering method and multipopulation variants of the 
famous particle swarm optimization algorithm to eliminate 
users who share a few public web services with the activity 
user in a specific context [23]. Selvi et al. proposed a 
supervised adaptive genetic neutral network based on an 
improved k-means clustering algorithm to position the 
favorite data points of users and provide effective 
recommendations [24]. Devarajan et al. generated limited 
clusters by using four different clustering optimization 
algorithms based on swarm intelligence [25]. These studies 
can describe user preferences accurately by combining 
clustering technology with LDA, genetic neutral networks, 
and other algorithms and maximizing spatial and context 
information. However, the above algorithms ignore the 
timeliness of novel recommendations. Given that user 
preference changes with time, the novelty of items also 
changes with time. 

The fuzzy clustering algorithm can establish user interest 
models and can be combined with situational information 
effectively. Liu et al. introduced a model of users’ stable and 
current interests and solved problems of traditional 
collaborative filtering recommendation algorithms, such as 
data sparsity and equal consideration to user interests at 
different time, based on the fuzzy clustering algorithm [26]. 
Mohanty et al. proposed a recommendation framework of 
user access behavior based on rough fuzzy clustering 
technology [27]. Zeng et al. clustered users in accordance 
with scenario similarities, recognized the nearest neighbor 
that had the most target users according to the principle of 
similarity propagation, and gave recommendations 
according to item scores by predicted target users [28]. 
These studies mainly use scenario information in fuzzy 
clustering algorithms and analyze user preference 
dynamically; these approaches are beneficial to increase 
recommendation quality.  

Zhao et al. designed hierarchical and time-aware 
sampling and extracted representative data from new and 
historical data to solve conceptual drifting and capture long-
term user preference [8]. To meet the requirements of 
recommendation reliability and user flavor variation, 
Noulapeu proposed a realistic temporal service 
recommendation method based on the reasoning of implicit 
trust relations and integrated time features into the 
recommendation process, which considered the timeliness of 
user demands [9]. Aliannejadi et al. proposed a two-stage 
CR algorithm, which punishes users who are sensitive to 
time in the past and recommend their point of interest (POI) 
by combining influencing factors of POI recommendation 
and variation of POI popularity variance with time, aiming 
to explain long-term behavioral mode of users [29]. Li et al. 
established a user similarity model and a commodity 
similarity model by using emotional analysis technology in 
accordance with description information and comment data 
of items. They proposed the similarity matrix decomposition 
method for items and users. The consistency between 
implicit and dominant factors was naturally enlisted into the 
learning of implicit factors of users and commodities, thus 
enabling an accurate prediction of user preference to 
different objects [30]. By capturing user preference changes, 
Chen et al. integrated dynamic time attenuation to 
distinguish grades (instantaneous, short term, or long term) 
of user interests and make recommendations according to 
different interest levels [31]. Zhang et al. divided users into 
several clusters according to the attributes of the 
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configuration files of users. A virtual opinion leader was 
designed for each cluster as a representative of the whole 
cluster; this design could remarkably decrease the 
dimensions of the original user–item matrix and the time 
complexity of RSs under the premise of accuracy [32]. 
Zhang et al. introduced personalized time weight and 
combined the forgetting curve and good similarity to 
decrease influences of outdated information and maintain 
influences of user stable preferences [33]. Zhao et al. 
proposed a dynamic DTree2Vec scheme for serialized books 
and established a model for texts with different completion 
degrees. This model realizes uniform semantic feature 
expressions to measure the semantic correlations of books 
and assures recommendation quality by tracking the updated 
state of serialized books and real-time adding follow-up 
chapters. This model also effectively relieves dynamic 
capture problems and real-time recommendation problems in 
book recommendation [34]. 

The above analyses mainly focus on user preference 
modeling and the improvement of user accuracy and novelty. 
However, no study has fully considered the temporal 
changes of user preference, novelty-aware ranking, and item 
features. In this study, the accuracy of RS was improved by 
using the result fusion strategy and time information. On this 
basis, novel recommendation was performed by combining 
the time characteristics of user preference and the time point 
of users adopting new items, thus improving the novelty of 
RS. 

The remainder of this paper is organized as follows: 
Section 3 mainly describes the specific idea of novel 
recommendation algorithm based on time-aware. Section 4 
verifies the performance of the algorithm through an offline 
experiment and analyzes the key influencing factors of 
performance improvement. Section 5 summarizes the 
conclusions. 

 
 
3. Methodology  

 
In view of definition of novelty, time factors were embedded 
into the definition and measurement of item novelty. Novel 
items have three feature aspects (i.e., preference, unknown, 
and difference) for target users. These three aspects change 
with time for users. Therefore, the situational information of 
time must be considered to measure the novelty of an item 
and thus target users accurately. As shown in Eq. (1), the 
time variable is embedded into the definition of item novelty: 
 

   (1) 
 
where   is the novelty of item i to user u at time 
t;   is the possibility of user u to like item i at 
time t;   is the possibility of user u not 
knowing item i at time t;  is the difference 
between item i and the item that user evaluates at time t, and 
it refers to the set of evaluated items of the user. In the 
following text, how to involve the time variable to increase 
the possibility of novel recommendation was analyzed 
thoroughly based on these three aspects. 
 
3.1 Time-aware preference 
Preference means that an item must first conform to the 
interests of users. The variation of user interest with time 
and the timeliness of items must be fully considered to 
increase the accuracy of RSs. Based on the above analysis, 

many modeling methods of time information are available, 
but the used recommendation algorithm varies and shows 
different effects, even showing the opposite effect. In this 
study, collaborative filtering and content-based 
recommendation analyzed the effects of time information on 
accuracy and the effects of accuracy variation on novel 
recommendation. 
 
3.1.1 Time-aware collaborative filtering  
The collaborative filtering (CF) algorithm is one of the most 
common algorithms in commercial RSs. The CF algorithm 
is mainly divided into two core steps. First, it calculates the 
similarity of different items offline based on the data on user 
interaction behavior of the system, thereby forming an item 
similarity matrix. Next, it predicts the scores of items that 
users have not evaluated, according to the interaction 
behavior of target users and the item similarity matrix; it 
also recommends N items with the highest predicted scores. 
Time information can change greatly in these two core steps. 
 The first core is similarity of objects. Traditional 
algorithms only consider the item scores given by users. If 
users’ scores to two items are close, then these two items are 
considerably similar. This method ignores the scoring time 
of users to an item; two items that have similar scores in a 
short period obtain a high similarity. If the time span is too 
large, then the probability for changes of user preference 
becomes higher, and the score similarity of items might be 
less correlated with item similarity. For example, the song 
that a user likes today might be similar with a song he/she 
liked yesterday, but it may be remarkably different from the 
song that he/she liked five years ago. Based on this idea, 
item similarity cannot be calculated by the traditional cosine 
distance. After the time factor is added, item similarity is 
calculated by Eq. (2). 
 

                        (2) 

 
where  and   are the scoring time of user u to items 

i and j, respectively;  is the time attenuation parameter;   
and  are the user scores to item i and j, respectively; U 

is the user set.  
The second core is online recommendation. Online 

recommendation is mainly based on the predicted scores of 
items. The predicted scores of items are related not only with 
the similarity of goods but also with the interaction behavior 
of target users. The recent interaction behavior of users can 
reflect the current preference of users more than the 
interaction behavior from long ago. Therefore, increasing the 
weights of the recent interaction behavior of users is 
suggested when predicting scores. The predicted score 
function of items is shown in Eq. (3). 
     

                    (3) 

 
where t is the recommendation time. The weights of 
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when predicting scores. The reduction amplitude is 

( ) ( ), , t ( | , , ) ( | , , ) , ,uNovelty i u p i like u t p i unknown u t dis i I t= ´ ´

( ), , tNovelty i u

( | , , )p i like u t
( | , , )p i unknown u t

( ), ,udis i I t

2 2

1 | |
( , )

i j
u U

ui uj

i ju U u U

u u
t t

sim i j
u u

gÎ

Î Î

´
+ -

=
å

å å

uit ujt
g

iu ju

( , )
1 | |

( , , )
( , )

u

u

j
j I

uj

j I

sim i j u
t t

predict i u t
sim i j
gÎ

Î

+ -
=
å

å



Liang Zhang, Jing Yi, Ping Lv and Xue Zhou/Journal of Engineering Science and Technology Review 13 (6) (2020) 26 - 36 

 29 

positively related with value, which is determined in 
accordance with the change frequency of user interests. 
 
3.1.2 Time-aware content-based recommendation 
The traditional content-based recommendation (CBR) 
algorithm assumes that user interests are constant. The CBR 
algorithm is mainly applied to the recommendation of news, 
documents, and webpages. This algorithm first calculates 
item similarity in accordance with the eigenvectors of items 
and then recommends items that mostly conform to user 
preference. The CBR algorithm does not need substantial 
user and historical score data, and it can provide 
recommendations only when there is one user. The CBR 
algorithm is mainly composed of three steps. First, the 
eigenvalues of items are extracted. Second, a preference 
model is established in accordance with the historical 
interests of target users. Lastly, user preference to 
unevaluated items is predicted by the preference model, and 
N items with the highest predicted scores are recommended 
to target users. 

For an unevaluated item, the KNN algorithm first 
recognizes k items, which users have scored and are the 
most similar with the unevaluated item. Next, it calculates 
the weighted average of target users to these k items to judge 
user preference to the item. The prediction formula for user 
preference to the new item is shown in Eq. (4). 
 

                   (4) 

 
    where  is the set of new items the most similar k 
items in item set which the target user has been scored. 
Given that sim(i, j) is calculated by the eigenvectors in the 
CBR algorithm and the eigenvalues of items generally 
remain constant as time goes, adding the time factor is 
difficult. In the CBR algorithm, only the variations of user 
interaction behavior with time are considered when 
predicting the scores of target users. The weights of recent 
interaction behavior are increased by the time factor. 
 

                     (5) 

 
3.2 Particle representation 
Unknown is an important factor in novel recommendation. 
However, judging the unknown of an item is a difficult 
problem. Users can understand an item from various 
channels. However, such information cannot be reflected in 
a specific dataset. Hence, many novel recommendation 
algorithms assume that more popular items are more likely 
to be known by users [35]. However, popularity represents 
the “wisdom of crowds” [36], and most RS algorithms 
recommend items that conform to the preference of the 
target users in accordance with the “wisdom of crowds.” 
Decreasing the accuracy of RS to increase the novelty of RS 
and eliminate high-popularity items is inevitable. Popularity 
is related with the accuracy and novelty of RS. Therefore, 
the key of novel recommendation is how to use the 
popularity metric reasonably in recommendation algorithms.  

In novel recommendation algorithms based on diffusion 
of innovation (DI) theory [37], the positivity of innovation 
adoption (PIA) of target users to each item type is calculated 
and used to measure their initiatives of adopting such new 

items. A high PIA indicates that the target users might 
choose the new items at an early time. In novel 
recommendation algorithms based on DI, the PIA of users to 
a type of items is calculated in accordance with the average 
evaluation time of the user to similarly scored items. 
However, such PIA may change with time. For example, 
users prefer to read some classical introduction books and 
papers when they just contact the recommendation 
algorithms. These papers are popular products in this type. 
However, users may prefer new papers and books of RSs 
gradually as they become increasingly familiar with RS. 
Hence, the PIA of this type of books and papers increases. 
Therefore, assuming that the recent innovation adoption 
behavior of users can reflect the PIA of the user is 
reasonable. After the time factor is added, the PIA of target 
users to an item set can be calculated by Eq. (6). 

 

          (6) 

 
where is the category in which item j belongs to, 

 is PIA of user u to the item j,  is the time that user u 
adopts item j, and is the set of items that user u has 
adopted. 

However, the scored items of a user might not cover all 
categories. Hence, the mean PIA of all scored items by the 
user is used, and it is redefined as Eq. (7). For most users, a 
limited number of categories is covered by scored items. 
This idea is too coarse. 

 

        (7) 

 
To address this problem, clusters with dendritical 

structures are generated by using cohesion hierarchical 
clustering algorithm. If a cluster does not cover the scored 
items of users, then a search upward is conducted to find the 
father cluster until the cluster with the scored items of the 
user is recognized. 

 
3.3 Time-aware difference 
The third characteristic of novel items is difference. In other 
words, the recommended item must be different from the 
item that the target user is familiar with. Difference mainly 
covers two aspects: difference measurement among items 
and searching familiar items of users. 

Items that users are familiar with are determined by 
analyzing the adopted item set of users. The rated-item 
clustering (RC) algorithm of the DBSCAN algorithm can 
establish a model of familiar items well [38]. However, 
DBSCAN establishes the user preference model after noise 
points are eliminated, without consideration to the time of 
clustering. For instance, a type of items that users have 
interacted with recently can represent the current POI of 
users. If the recommended items have great differences with 
this type of items, then the accuracy of the RS can be 
influenced seriously. Therefore, the calculation of difference 
of this type of items decreases the weights of similarity. 
Weights are related with the number of included items in 
this type except for time. If more items are included, then 
users become more familiar with this type of items; 
otherwise, users do not become familiar. Therefore, the 
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difference between the recommended item and user i is 
calculated by Eq. (8). 

 
          (8) 

 
where  is the similarity between item i and the 

category of item j.  is the weight function (Eq. 
(9)). When all the adopted items of the user belong to the 
category and the interaction behavior is made long ago, the 
weight is 1. If a type only has one item and the interaction 
time is considerably close to the recommendation time, then 
the weight is . In this manner, the weight of similarity 
is decreased. 

 

                 (9) 

 
Based on the above three features of novel items, the 

time factor is added into preference, unknown, and 
difference. The offline experiment adds the above time-
aware characteristics into the above-mentioned algorithms to 
study the influences of time information on novel 
recommendation. 

 
 

4 Result analysis and discussions 
 
4.1 Experiment and evaluation metric design 
The offline experiment used two datasets, namely, 
MovieLens and LastFM. The traditional CF and CBR 
algorithms discussed the effects of time information on 
novel recommendation. The offline experimental process of 
novel recommendation is shown in Fig. 1 [39]. Experimental 
results were comprehensively evaluated by the novelty (Eq. 
(10)), average popularity (Eq. (11)), and coverage (Eq. (12)) 
of the recommendation list. First, the effects of time-aware 
preference on novel recommendation were studied. 
Differences of time-aware collaborative filtering (TCF), 
time-aware content-based recommendation (TCBR), and 
traditional algorithms in evaluation metric were analyzed. 
Next, the TCF and TCBR algorithms were applied to the DI 
and RC-DI algorithms to discuss the variations of novel 
recommendation performance. Lastly, time-aware unknown 
and time-aware differences were added. For distinction, the 
time-aware algorithms were denoted with an additional letter 
“T” before the names of the traditional algorithms. 
 

 

         (10) 

     

               (11) 

 

                              (12) 

 
where  and are the sets of items hidden 

by user u in  and , respectively, is the set 
of recommended items for user u, represents the 

number of evaluation times of item i, and U and I represent 
the user and item sets, respectively. As shown in the Eq. (6), 

is the recall rate in the traditional experiment, and 
is the accuracy measurement for the prediction of 

future user demand by the recommendation system. The 
quantity of recommendation lists is extremely limited. Thus, 
each recommendation list is expected to contain items 
meeting future user demands and reduce the items already 
known by the user, thereby accurately defining the meaning 
of novelty metrics. Average popularity and coverage 
measure the ability of recommendation algorithms to explore 
long-tail products. These measures are also a manifestation 
of the novel recommendation ability of the algorithm. 
 

 
Fig. 1. Offline experimental scheme of novel recommendation 
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An increase in the accuracy of novel recommendation 
algorithms is a key influencing factor of novel 
recommendation. Table 1 and Table 2 show that the TCF 
and TCBR algorithms are superior to traditional algorithms 
in accuracy. Recall_a is improved in comparison with 
Recall_b, thus slightly improving novelty. TCF considers 
the time series of user preference changes when measuring 
similarity among users, and it can recognize neighbors of 
users accurately, thus improving Recall_a and Recall_b 
simultaneously. The TCF and TCBR algorithms increase the 
weights of the recent interaction behavioral items of users 
during the calculation of predicted scores; thus, items in the 
recommendation list are close to the recent preference items 
of users. As a result, Recall_a is improved more than 
Recall_b. According to an analysis on Avg_pop, Avg_pop of 
time-aware algorithms is improved significantly, whereas 
Coverage is slightly reduced. When the recommendation 
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quantity is increased, Recall_a and Recall_b approach those 
of traditional algorithms continuously although they are 
improved. However, Avg_pop and Coverage are improved to 
some extent. In Table 3, the improvements of Recall_a, 
Recall_b, Avg_pop, and Coverage of TCF decrease 
continuously with the increase in the neighbor number of 
users. A recall rate higher than 80% even degrades slightly. 
The “wisdom of crowds” can relieve the effects of time 
information on the recommendation results of the TCF 
algorithm. 
 
Table 1. Experimental results of the TUCF algorithm 
DataSet N Recall_a Recall_b Novelty Avg_pop Coverage 

Movie
Lens 

20 0.0532 0.0382 0.6267  −0.2043 −0.0123 
40 0.0453 0.0301 0.4362  −0.1801 −0.0102 
60 0.0383 0.0211 0.1913  −0.1522 −0.0143 
80 0.0224 0.0132 0.0661  −0.1023 −0.0141 
100 0.0101 0.0087 0.0144  −0.0543 −0.0115 

Last 
FM 

20 0.0632 0.0401 0.9256  −0.2109 −0.0032 
40 0.0561 0.0324 0.6562  −0.1978 −0.0098 
60 0.0314 0.0251 0.0874  −0.1732 −0.0102 
80 0.0198 0.0102 0.0655  −0.1201 −0.0089 
100 0.0093 0.0098 0.0055  −0.0912 −0.0035 

 
Table 2. Experimental results of the TCBR algorithm 
DataSet N Recall_a Recall_b Novelty Avg_pop Coverage 

Movie
Lens 

20 0.0354 0.0267 0.3208  −0.1897 −0.0098 
40 0.0298 0.0198 0.2785  −0.1768 −0.0121 
60 0.0219 0.0123 0.0978  −0.1438 −0.0101 
80 0.0178 0.0097 0.0333  −0.1098 −0.0097 
100 0.0076 0.0065 0.0268  −0.0768 −0.0114 

Last 
FM 

20 0.0387 0.0221 0.6197  −0.2097 0.0021 
40 0.0301 0.0242 0.1370  −0.2001 −0.0065 
60 0.0225 0.0165 0.0556  −0.1694 −0.0045 
80 0.0154 0.0108 0.0378  −0.1298 0.0015 
100 0.0101 0.0096 0.0114  −0.1004 −0.0065 

 
Based on the above experimental results, time-aware 

algorithms can improve accuracy, but they cannot improve 
novelty significantly. In the following, novel 
recommendation was performed on the basis of the TUCF 
and TCBR algorithms by using the result fusion strategy. 
The number of candidate sets was chosen in accordance with 
the maximization of the novelty metric. The number of 
neighbors in the TCF algorithm was set to 20. The 
experimental results are shown in Figs. 2 and 3. 
 
 

 
(a) Recall_a 

 
(b) Recall_b 

 
(c) Novelty 

 
(d) Avg_pop 

 
(e) Coverage 

Fig. 2. Experimental results of the TUCF and TCBR algorithms using 
the result fusion strategy based on MovieLens 
 

 
(a) Recall_a 
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(b) Recall_b 

 
(c) Novelty 

 
(d) Avg_pop 

 
(e) Coverage 

Fig. 3. Experimental results of the TUCF and TCBR algorithms using 
the result fusion strategy based on LastFM 

 
(a) Recall_a 

 
(b) Recall_b 

 
(c) Novelty 

 

 
(d) Avg_pop 

 

 
(e) Coverage 

Fig. 4. Experimental results of the TUCF and TCBR algorithms using 
the result fusion strategy based on MovieLens 
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(b) Recall_b 

 
(c) Novelty 

 
(d) Avg_pop 

 

 
(e) Coverage 

Fig. 5. Experimental results of the TUCF and TCBR algorithms using 
the result fusion strategy based on LastFM 
 

After using the result fusion strategy, Novelty increases 
to the maximum when the number of recommendations is set 
to 20, and it approaches that of the traditional algorithm 
continuously with the increase in the number of 
recommendations. When the number of recommendations is 
small, Recall_a of time-aware algorithms decreases less than 
that of traditional algorithms, whereas Recall_b does not 
change significantly, thus improving Novelty. An analysis on 
Avg_pop and Coverage reveals that Avg_pop of 
recommendation results is improved significantly when the 
number of recommendations is small, but Coverage declines 
to some extent. The average life cycle of a recommendation 
item set shows that when the number of recommended items 
is small, the recommendation results are apt to items that are 

generated recently, thus improving Avg_pop but decreasing 
Coverage. This result is obtained mainly because the 
weights of recent interaction items are increased when 
calculating the predicted score of the item, making the 
recommendation results prone to growing and mature items. 

Time-aware algorithms can improve novel 
recommendation to some extent by using the result fusion 
strategy. In the following text, the TUCF and TCBR 
algorithms were applied to the DI and RC-DI algorithms, 
respectively. The experimental results are shown in Figs .4 
and 5. N is the number of items in the candidate set  and the 
number of items in the recommendation list is 20. Time-
aware algorithms increase Novelty significantly in 
comparison with traditional algorithms when the candidate 
set has a few items. Novelty of time-aware algorithms 
reaches the peak when the number of items in the candidate 
set is between 300 and 400. However, not all time-aware 
algorithms achieve better Novelty than traditional algorithms. 
According to an analysis of Recall_a and Recall_b, although 
time-aware algorithms achieve some improvement in 
accuracy, the improvement of Recall_a decreases gradually 
with the increase in the number of items in the candidate set, 
whereas the improvement of Recall_b does not change 
greatly. As a result, the novelty of recommendation results 
of time-aware algorithms is not significantly higher than 
those of traditional algorithms. The improvement of 
Avg_pop and Coverage is negatively related with the 
number of items in the candidate set. 

In summary, adding the time variable into traditional 
algorithms fails to improve the novelty of recommendation 
results significantly, as proven by the same phenomena in 
follow-up experiments. Therefore, the experimental results 
of the TUCF and TCBR algorithms by combining time-
aware unknown and difference are not introduced in the 
present study. 
 
4.3 Time-aware unknown and difference 
In the time-aware DI (TDI) algorithm, dendritical clusters 
are formed first by a hierarchical clustering algorithm. 
Second, the PIA of each cluster is calculated by Eq. (7). In 
the TDI algorithm, the number of evaluated items in each 
type and the time of interaction behavior are considered. 
Hence, the TDI algorithm does not need to eliminate noise 
points but must maximize the quantity and time information 
provided by noise points. The evaluated items of users are 
clustered by the k-means algorithm, and the number of 
clusters is determined in accordance with the contour 
coefficient. The TDI algorithm is also called time-aware 
rated-item clustering (TRC) because it clusters the adopted 
items of the users.  

 

 
(a) Recall_a 
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(b) Recall_b 

 
(c) Novelty 

 
(d) Avg_pop 

 
(e) Coverage 

Fig. 6. Experimental results of the TUCF and TCBR algorithms using 
the result fusion strategy based on MovieLens 
 

 
(a) Recall_a 

 
(b) Recall_b 

 
(c) Novelty 

 
(d) Avg_pop 

 
(e) Coverage 

Fig. 7. Experimental results of the TUCF and TCBR algorithms using 
the result fusion strategy based on LastFM 
 

The traditional UCF and CBR algorithms were 
combined with TDI and TRC algorithms to form the TDI-
UCF, TRC-TDI-UCF, TDI-CBR, and TRC-TDI-CBR 
algorithms. The number of items in the recommendation list 
was 20, and N was the number of candidate sets. The 
experimental methods were the same. The experimental 
results of the novel recommendation of the TDI-UCF, TRC-
TDI-UCF, TDI-CBR, and TRC-TDI-CBR algorithms are 
shown in Figs. 6 and 7. 

The TDI and TRC algorithms further improve the novel 
recommendation. Compared with traditional algorithms, the 
TDI and TRC algorithms increase Recall_a by 
approximately 25% but decrease Recall_b by nearly 60%. 
Consequently, Novelty is increased by approximately 28 
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times, Coverage is improved by approximately 200%, and 
Avg_pop is decreased by nearly 50%. 
 
 
5. Conclusions 

 
For users, the novelty of items is closely related with time. 
Hence, time information must be fully considered when 
studying novel recommendation. The proposed novel 
recommendation algorithms based on time-aware integrate 
time information into the calculation of user preference, 
unknown, and difference. First, a time attenuation parameter 
was introduced into the traditional algorithms to increase the 
weights of recent adopted items. Next, PIA was adjusted in 
accordance with time information. The difference of 
recommended items was calculated by combining the time 
of adopted items and the number of categories. Lastly, the 
novelty of recommended items was calculated by using the 
result fusion strategy, and Top-N items are recommended. In 
accordance with the experimental results, some major 
conclusions could be drawn: 

(1) If only time-aware preference is considered, 
Novelty of the TUCF and TCBR algorithms reaches the 
peak when the number of recommended items is 20 in the DI 
algorithm. Novelty of the TUCF and TCBR algorithms 
approach that of traditional algorithms with the increase in 
the number of recommended items.  

(2) With consideration to time-aware unknown and 
difference, novel recommendation is further improved by the 
TDI and TRC algorithms. Compared with traditional 
algorithms, Recall_a and Coverage of the TDI and TRC 
algorithms increase by approximately 25% and nearly 200%, 

respectively; Recall_b and Avg_pop decrease by nearly 60% 
and nearly 50%, respectively. 

In this study, time information is added into the 
calculation of user preference, unknown, and difference of 
recommended items, thus effectively improving the novel 
recommendation of RSs. However, other situational 
information, including weather, geological position, and user 
emotions, can influence user satisfaction to recommendation 
results. Thus, how to collect and use such situational 
information to improve the performance of RSs must be 
studied further. The result fusion strategy only integrates the 
extensively used CF and CBR algorithms, thus restricting 
the applications of relevant algorithms. In future studies, 
time and other situational information can be combined, and 
additional algorithms must be used in fusion to improve the 
novelty and application situations of RSs. 
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