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Abstract 
 

Autism is a clinically defined behavioral syndrome that initially appears in childhood and reflects the underlying neuro-
developmental irregularities. The main aim is to define the clinical trajectories of dyslipidemia-associated ASD (daASD) 
is to take the massive data integration has revealed an emerging ASD subtype characterized by dyslipidemia. However, 
the clinical course of this subtype remains unknown. To analysis of Electronic Health Record (EHR), data identifying the 
pattern sequence of medical events experienced by people with daASD. Within these data, individuals with daASD will 
be identified as those having at least one ASD diagnosis and dyslipidemia diagnosis or repeated blood lipid test results 
that are outside the normal range. Comparisons will be made between individuals with daASD, ASD with no 
dyslipidemia (ASD+/dyslipidemia-), dyslipidemia with no ASD (ASD-/dyslipidemia+), and individuals with no history 
of neuro-developmental disorders or abnormal lipid levels (ASD-/dyslipidemia-). Matching will be based on age, gender, 
ethnicity and address/zip code, as a proxy of socioeconomic status. The parents of each member of the above groups will 
be identified and their data will be collected. The direct comparisons of daASD with other ASD subtypes are required 
diagnosis for comorbid epilepsy/recurrent seizures and comorbid Fragile X syndrome using population based incremental 
learning. In this regard, Random Forest approach is on daASD for classification and semi-supervised learning is a process 
for daASD. The daASD experimental result is based on Electronic Health Records of Least Square Estimation 
Regression with Predict the Disease. 
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1. Introduction 
 
Autism is a neuro-developmental disorder [1-3,17]. It is 
including abnormal or unreciprocated interpersonal and 
emotional interactions, disordered language and 
communication, and repetitive and stereotypic behavior [18]. 
The few studies have evaluated young children with autism. 
Various scientists have characterized brain structural 
abnormalities early in the clinical course of autism as part of 
an ongoing longitudinal study of brain development. Obesity 
and diabetes are highly common among pregnant women in 
India. Still there is no study has examined the independent 
and combined effects of maternal pre-pregnancy obesity and 
motherly diabetes on the risk of Autism Spectrum Disorder 
(ASD) in parallel with other development disorders [4]. 
Motherly diabetes has been connected with increased risk of 
autism spectrum disorder in children. The relationship 
between motherly pre-pregnancy obesity and ASD has been 
inconsistent. No study yet has examined the joint effects of 
these two conditions. The combination of maternal obesity 
and diabetes was connected with more serious risk of ASD 
than either obesity or diabetes alone, especially as ASD co-
occurred with brain disability. Human being overweight 
assigned as having a Body Mass Index (BMI) of 25 to 29.9. 
Obesity is outlined as having a BMI of 30 or greater. The 
normal kind of obesity, three levels reflect the increasing 
health risks for women that go along with increasing Body 
Mass Index. Obesity during pregnancy for women’s puts at a 
risk of several serious health problems such as 

cardiovascular diseases like gestational diabetes, 
preeclampsia and sleep apnea [5]. ASD have enlarged 
radically in which can’t be entirely explained by changes in 
diagnostic practice. During a similar period, obesity and 
diabetes increases to epidemic levels. Presently amid women 
of generative age, more than a third are obese have pre-
pregnancy diabetes and additional will develop gestational 
risks during pregnancy [15]. The emerging proof is a 
relation between motherly prenatal diabetes with the risk of 
ASD in children. This study on the connection between 
maternal obesity and the risk of ASD has produced 
inconsistent effect. Although obesity and diabetes are highly 
comorbid rarely have studies attempted to separate their 
independent and combined effects in ASD. In addition, 
although ASD frequently co-occurs with other 
developmental disorders and may have shared etiology with 
some developmental disorders[19-21]. Meta analysis has 
evaluated the association between antidepressant use during 
pregnancy and the risk of ASD in children, all reported a 
significant association [6-10]. Machine Learning provides an 
approach to efficiently feature derived from large data, there 
by generating clinically relevant predictions [11-14,18]. The 
aim of this study was to test the ability of ML models 
applied to Electronic Health Records to predict ASD early in 
life. To predict the risk of ASD in pregnancy women in a 
large population-based sample.  The rest of this paper is 
arranged as follows:section-1 deals with introduction. The 
related work is on section-2. The section 3 deals with Result 
and discussion. The conclusion is in section-4. In the 
section-5 deals the acknowledgement. Finally, References 
are included in the Section-6. 
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2. Related Work 
 
In view of this paper is to consider for daASD by population 
based incremental learning (PBIL). An Electronic Health 
Records based PBIL uses for Random Forest Classification. 
In addition to process of Meta-Analysis is a Semi–
supervised learning method steps for predictive purpose. 
 
2.1. Population based Incremental Learning 
The Population based incremental learning are patient 
Electronic Health Records represented by real value in the 
range of [1, N] indicating the probability that any particulars 
all Electronic Health elements appears in that women’s 
pregnancy Obese Health records. In this approach relation 
the implicit population defined by uni-variate distribution. In 
each generation is denoted value ‘t’.  
 The population P(t) u s then sort the decreasing order of 
fitness. S sort (f) (P(t)) with ‘u’ being the ASD best and ‘v’ 
being the non-ASD worst solution.  
 The probability of a function is defined by  
 
P∝ (Xi) = P∝-1(Xi) +ᵞ (ui-vi) 
	
∀ i=1, 2, 3… N 
 
Where ∝ is a Constant and it varies from 1, 2... N and r ϵ [1, 
50] is a constant defined by ᵞ = 50/N. 
 
For instance, If  ᵞ=50/N 
for N=1,ᵞ=50/1=50; ᵞ=50/N, for N=2, ᵞ=50/2=25; ᵞ=50/N, for 
N=3, ᵞ=50/3=16.5 and soon. 
 
2.2. Random Forest Procedure of Clinical Trail 
Classification 
A random forest is a supervised learning based machine 
learning procedure is used for both classification and 
regression [16,22]. A random forest makes decision trees on 
randomly selected medical data samples, gets prediction 
from each tree and selects the best solution by means of 
elective. It also provides a respectable pointer of the feature 
significance. A random forest has a variety of applications, 
such as feature selection in which is used to classify and 
predict diseases.  
 The Figure-1 shown, there are two fragments. One is to 
find out the Children’s with ASD other one is Non-ASD 
whereas Pregnancy Women’s about their comorbid 
diagnosis of individual patients using decision tree 
procedure. The second part, after collecting all the 
Electronic Health Records (EHRs) of comorbid diagnosis of 
patients’ trajectory in the list of attributes compare with 
other attributes for ASD or Non-ASD. The whole process of 
being above said from pregnancy women’s and either ASD 
or Non-ASD in which identify the disease. Classifiers are 
also known as the forest. Figure-2 shows the individual 
decision trees are generated using an attribute selection 
indicator such as, Least Square estimation, Correlation 
Coefficients for each record. Each tree depends on an 
independent random sample. In a classification problem for 
each tree, compare the individual attributes with obese in 
both Non-ASD and ASD. To find out the ASD or Non-ASD 
each individual attribute with the value of correlation 
coefficient and estimate the parameter value with BMI 
value.  
 
2.3. Procedure of Meta-Analysis for Obesity with ASD 

Meta-Analysis is a statistical approach to combine the 
results from multiple studies to increase power, improve 
estimates of the size and resolve uncertainty when report 
disagrees. A meta-analysis is generally leaded by a 
methodical assessment, because this allows recognition and 
assessment of all the relevant facts i.e., in that way warning 
the risk of bias in précis approximations.  
 

 
Fig, 1. Clinical Trail Decision Tree Patient Diagnosis                       
 

 
Fig. 2. Random Forest Classification of ASD/Non-ASD Disease  
 
 
The following common steps are as follows: 
1. Formulation of queries on Obesity with ASD trouble 
using PICO model (Population, Intervention, Comparison, 
and Outcome). 
2. Exploration of Earlier Patient’s clinical trial literature. 
3. Selection of studies (integration criteria) such as 
3.1. Derived from quality criteria for instance the necessity 
of randomization and unsighted in a clinical trial. 
3.2. Variety of exact studies on a well-specified subject 
matter for the treatment of interference to diminish Obesity 
in Pregnancy with ASD. 
3.3. Make a decision whether unpublished studies are 
incorporated to avoid publication bias (partiality). 
4. Decide which dependent variables or précis measures are 
allowed.  
5. Assortment of a meta-analysis model for fixed result or 
random belongings meta-analysis. 
6. Inspect sources of between-study heterogeneity for this 
case using subgroup analysis or meta-regression.  
The Official supervision for the behavior and coverage of 
Obesity with ASD meta-analysis is provided. 
 
 
3. Results and Discussion 
 
The experimental result analyses on electronic health records 
from India and Clalit Health Services, Israel’s largest health 
maintenance organization (HMO). It includes diagnoses, 
medications, lab results, procedures, and clinical 
measurements and importantly, Clalit data includes familial 
ties, enabling parent-child analyses. The Table-1 shows the 
sample of 150 pregnancy women’s has taken and observed 
how many are obese according to their BMI values. Then we 
have to divide them all into two categories, i.e. obese and 
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non-obese. After that, we need to monitor all health 
parameters like Systolic Blood Pressure, Glucose (sugar), 
LDL and HDL of all pregnant women. Then, we have to 

compare all these parameters among obese and non-obese 
woman. It needs to observe if obesity is associated with 
ASD during pregnancy women's.  

 
Table 1. Clinical Trial data of patients like pregnancy women’s 

Patient_ID Age (BMI) Obesity Systolic Blood Pressure Glucose(Sugar) LDL HDL 
P01501 17 58 177 118 172 18 
P01502 17 49 182 99 183 33 
P01503 18 57 190 94 164 36 
P01504 17 48 169 98 161 34 
P01505 19 57 185 116 178 36 
P01506 20 57 190 98 189 31 
P01507 20 50 178 113 179 30 
P01508 18 50 163 91 174 39 
P01509 20 51 176 119 184 31 
P01510 19 58 167 111 169 33 

 
a. To estimate High Blood Pressure determine the prediction 
equation, which is the least square regression equation of 
Y on X, is a Weight Status of Pregnancy Women’s.  
Assume it to be Y=a0+a1X its normal equations are: 
 
∑Y=Na0 + a1∑X       (1) 
 
∑XY=a0 ∑X + a1∑X2      (2) 

 
b. To find the association between Pregnancy Weight Status 
women and High Blood Pressure determine the correlation 
coefficient r by 

 
r= !∑#$%∑#	∑ $

'(!∑#!		%	(∑#)!+,! ∑$!%(∑$)!-
     (3) 

 
 The least-squares regression technique is a way 
commonly used in Regression Analysis is a mathematical 
approach. It is used to find the best-fit line that signifies the 
association between an independent variable like Obesity 
and dependent variables like Systolic Blood Pressure, 
Cholesterol like LDL and HDL, Glucose (Sugar) with the 
help of mathematical technique.   

 

 
 

 
Fig. 3. Correlation between Obese and Blood Pressure, Sugar, LDL, HDL 
 
 The Figure 3 shown, a) The Correlation Coefficient is R 
from Obese with Blood Pressure and (Range between -
1<=r<=1). Pregnancy women with the Obese X and Blood 
Pressure Y are positively correlated. We may conclude that 

the obese patients with High Blood Pressure caused for 
ASD. b) Pregnancy women with the obese X and Highest 
Sugar Y are positively correlated. We may conclude that the 
obese patients with Sugar caused for ASD. C)  Pregnancy 
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women with the Obese High(X) and Low Cholesterol (Y) 
are positively correlated. We may conclude that the obese 
patients with Low Cholesterol caused for ASD.  D) 
Pregnancy women’s with the highest Obese X and High 
Risk Cholesterol Y are positively correlated. We may 
conclude that the obese patients with High Cholesterol 
caused for ASD. 
 
Table 2. The Correlation Coefficient value for obese with 
BP, Sugar, LDL, HDL 
 Systolic Blood 

Pressure 
Glucose 
(Sugar) LDL HDL 

Obese R=0.5 R=0.5 R=0.4 R=0.4 
 
 The random forest classifier produced the precision, 
recall and F1 score, these are known as efficient of 
predicting ASD traits.  
 
Table 3. Random forest classification algorithm for ASD 
Prediction 

Precession Recall F1 score 
0.17 1.00 0.29 

 

 
Fig. 4. Confusion Matrix of Predicted data for Obese and Blood 
Pressure, Sugar, LDL, HDL 

4. Conclusion 
 
This study of work, it is considerable data integration has 
revealed an emerging ASD subtype characterized by 
dyslipidemia. To compile and then mine large-scale 
electronic health record (EHR) data to identify the 
prototypical sequence of medical events experienced by 
individuals with daASD. The Patient electronic health 
records are indicating the probability that women’s 
pregnancy approaches for population based incremental 
learning and meta-analysis is used. To find out the 
association between Pregnancy Weight Status women, High 
Blood Pressure, Sugar and Cholesterol determine the 
correlation coefficient that is Pregnancy women with the 
Weight Status X and High Blood Pressure, Sugar and 
Cholesterol Y are positively correlated. So that, the obese 
patients are not of High Blood Pressure they are considered 
or there may be considered as ASD. The Random Forest 
classification model is measured on precision, recall, 
accuracy for Autism. 
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