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Abstract 
 

Natural disaster management in social media is becoming an important research subject in disciplines such as public 
administration and emergency response. In this study, an integrated bibliometric framework of qualitative and 
quantitative analyses was created to determine the research objectives, characteristics, and development trends of natural 
disaster management in social media. By using bibliometric analytical software tools, a co-keyword matrix was built to 
conduct spatiotemporal and clustering analyses of a bibliometric dataset on natural disaster management in social media 
research articles obtained from the Web of Science. Then, several major themes were summarised from the perspectives 
of emergency management and information dissemination. Based on the results of the spatiotemporal and qualitative 
analyses, the main themes and future trends of natural disaster management in social media research are identified. The 
findings of this study show that increasing attention is focused on the social media aspect of disaster management. 
Although the stability of research hotspots in social media used during times of disaster is changing, the research methods 
are becoming highly diverse. This study helps to map the present and future conditions of social media use in disaster 
management. 
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1. Introduction 
 
Disaster emergency decision-making requires strong support 
from a fast-responding emergency information system. 
Efficient information communication is a key part of disaster 
management and can reduce the casualties and losses 
resulting from disasters [1]. With the rapid development of 
social networking services (SNS), the role of Internet 
technology in disaster management has become increasingly 
significant. Social media has become an influential Internet 
communication technology that contributes toward 
improving disaster communication processes in terms of 
information capacity, dependability, and interactivity [2]. 
Advanced big data tools, such as Hadoop, enable a large 
amount of social media information to be collected, stored, 
and processed easily [3, 4]. A case study of Hurricane 
Katrina revealed that social media are more important 
sources of information during disaster events than any 
conventional form of media [5]. In a social survey of adults 
in the United States, majority of the respondents perceived 
the usefulness of social media when informing their relatives 
and friends about what is going on during emergencies 
(American Red Cross 2012). Social media have also 
changed the entire process of communicating disaster 
information to society [6]. According to Bruns et al. [7], 
using social media during a disaster “is still emerging and 
evolving”. Mining disaster information from social media 
has also attracted the attention of many researchers whose 
works have focused on issues such as the role of social 
media in disaster events and how the process of 
communicating disaster information can be changed and 
reshaped. However, a systematic summary and analysis of 
the methods and theories for mining disaster information 
from social media are still lacking. 

To address this research gap, the present study analyses 
articles on this topic from the Web of Science (WOS) 
database, explore the latest international research subjects 
and examines the key research topics in various areas to 
forecast the direction of research in this field. Usually, the 
analysis of a significant amount of scientific literature in a 
research field is followed by bibliometrics, which provides a 
systematic analysis of the research system across periods 
and places [8, 9]. The bibliometric analysis uses data on 
authors, articles, and citations to measure the influence of 
researchers, identify research networks, and map the 
development of new fields of scientific study [10]. Various 
mathematical and statistical methods are frequently used in 
quantitative bibliometric research to reveal hidden internal 
relations in the literature. This study conducts 
spatiotemporal analysis, cluster analysis, and social network 
analysis (SNA) to explore and trace the development of 
networks of natural disaster management in social media 
research. In bibliometrics, spatiotemporal analysis collects 
data from scientific articles and publications classified based 
on their authors and/or institutions, scientific field, and 
country to construct simple “temporal productivity” and 
“spatial productivity” indicators for academic research.  
 
 
2. Methodology 
 
Cluster analysis is commonly applied in statistical data 
analysis and fields such as machine learning, pattern 
recognition, image analysis, information retrieval, and 
bioinformatics. In bibliometrics, cluster analysis of group 
articles is based on keywords and their relationships. The 
main idea behind cluster analysis is that papers that need to 
be clustered into a group must be similar to other papers in 
the same group and different from those in other groups. 

 
JOURNAL OF 
Engineering Science and 
Technology Review 
 

 www.jestr.org 
 

Jestr

r 

______________ 
*E-mail address: 952080459@qq.com 
ISSN: 1791-2377 © 2022 School of Science, IHU. All rights reserved.  
doi:10.25103/jestr.153.23 



Wendong Wang/Journal of Engineering Science and Technology Review 15 (3) (2022) 210 - 219 

 211 

This study focuses on the semantic co-occurrence of 
keywords.  

Co-word analysis uses the co-occurrence patterns of 
keyword pairs in a corpus of papers to discover relationships 
among the ideas presented in these papers. Previous studies 
have identified co-word analysis as a powerful tool for 
identifying focused themes on a specified subject and 
determining their relationships, which are key to the 
development of an entire research field. This study employs 
hierarchical cluster analysis to extract such themes. A co-
word matrix of high-frequency keywords can be created by 
processing the samples from the WOS database (see section 
3 for details). Each value in this co-word matrix represents 
the co-occurrence frequency of its row-keyword and col-
keyword. However, due to the large difference in the 
frequency of the co-word matrix, converting the co-word 
matrix into a dissimilar matrix before clustering is necessary. 
A few methods are available for pre-processing differences 
in frequencies of the keywords in a co-occurrence matrix. 
Following Zhou and Leydesdorff [11], this study normalizes 
this matrix by using Ochiai coefficient, which measures the 
similarity between two datasets. This coefficient is also 
known in biology as Ochiai–Barkman or Otsuka–Ochiai 
coefficient, which is defined as the quotient of the 
intersection and the average size of two sets.  

Thereafter, this study constructs a correlation matrix of 
the Ochiai coefficients obtained from this equation. The 
numbers on the diagonal of this matrix, which represent the 
relationship between a word and itself, are all equal to 1. 
Then, this study transforms this matrix into a dissimilarity 
matrix to eliminate the effect of the differences in 
frequencies between co-words. The values in this matrix are 
computed by adding -1 to the values in the correlation 
matrix. The matrix processing flow is shown in Fig. 1. 

 
Fig. 1. Co-word matrix processing steps 
 
 
3. Results Analysis 

 
The sample dataset used in this study was obtained from the 
WOSTM database on December 31, 2018. To retrieve the 
maximum number of samples, the study adopted the search 
strategies TS = (“calamity *OR “disaster*” OR 
“catastrophe*” OR “hazard*”) and TS = (“social media” OR 
“twitter* OR “micro-blog” OR “microblogging*” OR 
“micro-blog” OR “microblog” OR “Weibo OR “Tweet*”). 
Eventually, a sample dataset of 539 articles was obtained. To 
refine the sample data, this study manually judges whether 
“disaster” and “social media” are the main research objects 
of these studies by checking their titles, abstracts, and 
keywords. Thereafter, 451 of the 539 documents have been 
stored. Then, we perform several pre-processing steps, that 
is, the HistCite online analysis tool was used for the 
spatiotemporal analysis. HistCite can perform bibliometric 
process on the literature data downloaded from the WOS 
database and produce a TXT list of articles, authors, and 
journals for spatiotemporal analysis. By uploading the 
dataset into HistCite, the statistics of publication date and 
author’s country were directly obtained, as shown in Fig. 2.  

 
 

 
Fig. 2. Screenshots of HistCite online analysis tool 
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Then, the keyword co-occurrence matrices were built 

based on the sample dataset by using BibExcel, a 
bibliometric software developed, which can produce net files 
for co-keywords, co-citations, and other data. Thereafter, 
this study converts these files to conduct further analysis and 
visualisation with Ucinet. The detailed steps are shown in 
Fig. 3. 

 
Fig. 3. Steps in co-word matrix generation by BibExcel software 

 
Several steps are followed to obtain the sample dataset in 

a format applicable to BibExcel. As shown in Fig. 3, to 
import and convert the files, this study performs the 
commands “Edit doc file/Replace line feed with carriage 
return” and “Misc/Convert to dialog format/convert from 
Web of Science” from the menu as the first step in using 
BibExcel. Then, step 2 (Fig. 3) helps us obtain .a file for 
further analysis. Frequencies of the keywords in the output 
file are generated by selecting and sorting the information to 
obtain a .cit format file (see step 3 in Fig. 3). From the .cit 
file, the most popular keywords in the source papers can be 
viewed. Finally, a co-word matrix was generated from 
the .cit format file by conducting step 4, as shown in Fig. 3. 

 
3.1 Spatiotemporal Analysis 
Distribution of the article publication time effectively 
reflects the theoretical level and development pace of 
academic research in this area. As shown in Fig. 4, the Recs 
bar indicates the number of published papers in the WOS 
database. In recent years, social media has played an 
important role in disaster management. Although early 
social media tools, such as blogs and Facebook, can also 
disseminate disaster information, the technology that 
promotes research in this area is Twitter, where every Tweet 
has a 140-word limit. This platform reflects the perfect 
combination of instant messaging and social media.  

As shown in Fig. 4, due to delays in publishing, the first 
journal paper in our database was published in 2009. Then, a 
growing number of researchers started focusing on the role 
of social media in disaster management. From 2009 to 2018, 
the number of studies (illustrated by the value of each bar) 
gradually increased, which means that the use of social 
media during disaster events is transforming from a new 
frontier into a major issue. 

In the following sections, data from the countries of 
authors are analyzed statistically. This task is also done on 
HistCite. As shown in Fig. 3, the country shortcut helps to 
obtain statistics on the authors’ country items. The results 
show that 1,406 authors are actively publishing articles in 
this field. By exploring the nationality of these authors, we 

screen out the affiliations of the first 93 authors and set a 
threshold of two publication records. This study finds that 
the most productive authors are from top universities, 
research institutions, and international organizations. As 
shown in Fig. 5, the universities and research institutions 
from the US and Europe have published the largest number 
of papers on social media usage in times of disaster. Asian 
(e.g., Japan and China) and South Pacific (e.g., Australia) 
countries have published several articles, while Russia and 
other countries from Africa and South America have 
published only a few articles in this area. Although this 
phenomenon is influenced by both English language 
proficiency on the WOS database and the poor research 
foundation of some developing countries, this statistic also 
objectively reflects the basic regional situation of natural 
disaster management in social media research.  

 

 
Fig. 4. Publication years of sample papers 
 

 
Fig. 5. Global distribution of related papers based on nationality of their 
first authors 

 
The spatiotemporal analysis of the sample data shows 

that the important role of social media in disaster 
management has been widely recognized and valued 
worldwide. Due to the popularity of the technologies, many 
early studies are from developed countries and a core 
research group from the US, Europe, Australia, and Japan 
has been formed. At the same time, relevant research in 
developing countries is rapidly unfolding and deepening. 
The number of papers in this field coming from developing 
countries is expected to increase in the future. 

 
3.2 Cluster Analysis 
As illustrated in Section 2, co-word analysis is the basis of 
cluster analysis, which can be statistical metadata in the 
knowledge discovery process. Co-word analysis uses co-
occurrence patterns of word pairs in a document dataset to 
identify the relationships between content presented in the 
documents. The objective of the co-word analysis is to 
establish a co-word matrix. BibExcel software is used in this 
study to analyze sample datasets, identify keywords and 
their co-occurrence patterns, and build co-word matrices. By 
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importing a sample dataset with 451 extracted papers into 
BibExcel (see Fig. 2 for detailed steps), 1,269 keywords 
provided by the authors were identified and examined. 

Then, according to the third step presented in Fig. 3, the 
frequencies of all the keywords were calculated. In general, 
only high-frequency keywords were selected to construct a 
co-word matrix and low-frequency keywords were 
disregarded due to insufficient representation. Thus, 100 
keywords with the highest frequencies were selected for the 
next quantitative analysis. 

Table 1 shows the top 30 keywords highlighting 
significant differences in their occurrences. Several other 
high-frequency keywords, such as “social media” and 
“Twitter,” were not deemed meaningful for the subsequent 
analysis, so these keywords were removed and their 
synonyms manually were merged. Thereafter, 89 keywords 
in the sample were retained to use in constructing an 89*89 
co-occurrence matrix. 

 
Table 1. Top 30 keywords with the highest frequencies 
Frequency Keywords Frequency Keywords Frequency Keywords 

25 Crowdsourcing 9 Data mining 6 Hurricane Sandy 
22 Emergency management 8 Sentiment analysis 6 Earthquakes 
18 Risk communication 7 Event detection 6 Disaster communication 
18 Disaster response 7 Crisis management 5 Content analysis 
17 Communication 6 Risk perception 5 Earthquake 
16 Crisis communication 6 Text mining 5 Crisis informatics 
14 Social network analysis 6 Flood 5 Crisis mapping 
10 Volunteered geographic information 6 Information retrieval 5 Natural language processing 
10 Big data 6 Machine learning 4 Situational awareness 
10 Emergency response 6 Mass media 5 Evacuation 

 
As mentioned, the distance between the keywords is 

calculated by hierarchical clustering on co-word matrices, 
and then the keywords with more co-occurrences are 
gathered into the same group. The research content of 
natural disaster management in social media can be divided 
into two large groups, and each can continue to be divided 
further into several smaller groups. This clustering algorithm 
uses mathematical statistics to conduct bibliometric analysis, 
which is fast, accurate, and objective. Additionally, the 
algorithm overcomes the subjective disadvantage of expert 
manual classification. However, hierarchical clustering 
cannot identify important representative keywords. Analysis 
of each group of keywords is needed to infer the 
characteristics of various groups after the hierarchical 
clustering. In addition, one keyword can be placed into a 
class through hierarchical clustering, causing some 
relationships between the groups to be neglected. In fact, 
different groups often interact with one another and share 
keywords. Due to the deficiencies in hierarchical clustering, 
SNA was introduced to explore the internal characteristics of 
the group in depth and analyze the relationships between the 
groups carefully. 

In summary, after the manual investigation of 100 high-
frequency keywords selected through BibExcel software, an 
89*89 high-frequency keyword co-occurrence matrix is 
determined. From hierarchical clustering analysis of this co-
word matrix, all the ideas within the subject areas presented 
in these sample papers are grouped into “emergency 
management” and “crisis information dissemination” core 
direction and several sub-issues embodied by them. 

 
3.3 SNS 
By using UCINET software, an SNS knowledge graph (as 
shown in Fig. 6) is mapped according to the co-word matrix. 
Social network centrality analysis is an important part of 
SNS analysis to explore the status of each node. In general, 
degree centrality is widely used in SNS analysis to identify 

the important nodes in a social network map. In this study, 
each node acts for a keyword in the aforementioned co-word 
matrix. A link between two nodes (keywords) means that the 
keywords have a co-occurrence relationship in the sample 
dataset. Specifically, the degree centrality of a node 
(keyword) is the number of its links with the other nodes 
(keywords). Thus, the degree centrality of one node can 
reflect its connection (co-occurrence) to the other nodes 
(keywords). A node, which is a keyword with a higher 
degree centrality, has a better chance of being in a hot 
research issue. 

As shown in Fig. 6, the size of the keyword node is 
proportional to its degree centrality (links/frequency of 
occurrence in the co-word network), that is, the larger the 
node is, the greater is its influence in the network. According 
to the degree centrality calculation results and the node sizes 
shown in Fig. 6, the following 10 keywords are ranked the 
highest: “response,” “communication,” “disaster 
management,” “crowdsourcing,” “information 
management,” “mapping,” “situation awareness,” “sentiment 
analysis,” “crisis informatics,” and “event detection”. These 
keywords occupy the centre “status” in the co-word network, 
which means that they are more important than the other 
words. Many papers use these terms as keywords, and they 
are closely related to other important keywords. For example, 
the keywords “communication” and “disaster management” 
occupy the central position with many connected keywords 
that echo the clustering results. Then, we look back at the 
public time of these important keywords and find that some 
emerging keywords such as “mapping” and “sentiment 
analysis” appear relatively late, but their degree centralities 
are very high. This result indicates that the research 
directions they represent are emerging hot issues. Besides, 
density reflects the closeness of node members in social 
networks. A greater density indicates a closer relationship 
among members.  
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Fig. 6. SNS knowledge map 

 
Fig. 7. Comprehensive knowledge map 
 

Thus, considering the results of the analyses, the articles 
were examined that contain high-frequency keywords to 
determine the content behind these keywords. Eventually, 
we group the research topics into two research areas 
focusing on “emergency management” and “information 
communication”. By using the above co-word network and 
based on the SNA and clustering results, we manually drag 
the keywords to condense them in the network centre and 
eventually form a comprehensive knowledge map as shown 
in Fig. 7. The two aforementioned research areas represent 
two internally clustered keyword groups, with each group 
containing representative keywords that reflect the core 
content.  

Fig. 7 shows the complex connections among the 
keywords used in social media research about natural 
disaster management. To a certain extent, these connections 
reflect the knowledge fusion and multidimensional 
characteristics of international social science research on the 
usage of social media in disaster situations from the 
perspective of emergency management and information 
dissemination. The following sections further analyze and 

discuss the relevant research topics from these two 
perspectives.  

The WOS dataset was used to conduct spatiotemporal 
analysis of a randomly selected published year and author’s 
countries. The result indicates that a growing number of 
researchers pay attention to disaster management in social 
media. Recently, most of the papers have come from 
developed countries such as the US, Australia, and others. 
This phenomenon may be related to the widespread use of 
social media tools in these countries. Then, on the basis of 
the co-keyword matrix, hierarchical clustering is conducted 
to classify high-frequency keywords into different groups. 
The preceding results indicate that all the papers are focused 
on two processes: emergency management and crisis 
information dissemination. Then, SNS is performed to 
explore the importance and interaction with keywords, 
which concludes that the overall structure of disaster 
management in social media research is characterized by 
partial concentration. Some hot keywords are closely related 
to the central node (communication and disaster 
management), constituting the main structure of the SNS 
map. Hierarchical clustering helps us know the details of all 
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keyword classes but does not analyze the importance of 
keywords and the interaction between different classes. SNA 
can explore the keyword connections and their strength, but 
cannot reflect a clear class of the keywords. Thus, according 
to the results of hierarchical clustering and SNS, a 
comprehensive knowledge map is created manually. On this 
map, each keyword is around the central node in its group, 
which is useful and intuitive for the following qualitative 
discussion. 
 
 
4. Key Research Topics 
 
By using the bibliometric tools to draw the knowledge maps, 
the structural research relationship of disaster management 
in social media can be determined. However, this study 
needs a deeper understanding of the research status and 
development based on the knowledge map. According to the 
results of the preceding quantitative analysis, this section 
combines the meanings of keywords and related highly cited 
papers to explore the main viewpoints, research paradigms, 
internal connections, and structures of the international 
academic community on disaster management in social 
media. 
 
4.1 Emergency management 
Previous case studies on disasters, such as the Asian tsunami 
and Queensland flooding, reveal that social media provide a 
large amount of first-hand information for disaster relief and 
mitigation processes [12]. As effective platforms for 
exchanging messages, social media platforms play an 
important role in disaster management and can significantly 
improve disaster emergency management processes [13]. 

 
4.1.1 Disaster event detection and early warning 
Lasswell cited three functions of communication in his work 
“Communication Process and Its Function in Society”. The 
first of these functions is environmental monitoring, which 
focuses on the most important function of mass 
communication. The mass media constantly provides 
information to the public about different incidents, including 
upcoming and ongoing disaster events. The spread of low-
cost Internet access has prompted many countries to develop 
Web-based disaster incident monitoring systems, such as the 
“Did You Feel It?” program of the US Geological Survey 
(USGS) [14]. 

Twitter is another social media platform with plenty of 
information related to natural disasters, such as the 
earthquakes in Wenchuan (China, 2008), Los Angeles (US, 
2009), and Morgan Hill (US, 2009). Earle et al. [15] proved 
that social media can detect disaster information much 
quicker than traditional media can. In the case of 
earthquakes, the transmission rate of messages on Twitter is 
significantly faster than that of seismic waves, thereby 
allowing potential victims to prepare for evacuation before 
disaster happens [16]. Crooks et al. [17] also considered 
social media superior to the “Did You Feel It?” program of 
the USGS in terms of speed and capacity of information 
dissemination. 

Social media has also been widely used in detecting 
other disasters. The number of studies on using social media 
during emergencies, such as wildfires [18], flu outbreaks 
[19], and storms [20], has recently increased. Chew and 
Eysenbach [19] found that during the 2009 H1N1 outbreak, 
people used Twitter to share information from credible 
sources, their personal experiences, and their opinions. 

Musaev et al. [21] found that using social media data was 
more effective than using satellite remote data in monitoring 
dammed lakes. 

Many researchers have also produced excellent outputs 
in this research area. To achieve timely tracking and 
reporting of earthquake information, Sakaki et al. [22] 
designed a real-time earthquake detection system based on 
Twitter data and then improved this system to achieve a 96% 
detection rate. After launching “Did You Feel It?,” the 
USGS developed a Twitter earthquake detector that operates 
over a filtered Tweet stream and even outperforms the 
USGS program [15]. CSIRO developed an emergency 
awareness platform in 2009 that analyses Twitter messages 
posted during disasters and crises. This platform uses natural 
language processing (NLP) and data mining techniques to 
achieve early detection of events and extract crowd-sourced 
relevant information about a disaster [23]. Other systems 
that monitor disaster information in real-time by using social 
media are CrisisTracker [24], Twitter earthquake detector 
[15], Emergency Situation Awareness, and EARS. 

Several types of disasters may be difficult to detect by 
using social media platforms. These disasters include (1) 
those occurring in less populated areas, (2) those that cannot 
be easily felt (e.g., earthquakes with magnitudes of less than 
3), and (3) those occurring in less developed areas where 
most of the population do not use social media. The first two 
types of disasters often bring minimal damage while the 
detection of the third type of disaster can be improved 
through the continuous development of ICT. 

 
4.1.2 Rescue function 
Social media are timely and interactive; these are typical 
features of user-generated content. Therefore, social media 
platforms allow users to utilise their collective wisdom 
effectively and may provide disaster emergency responders 
with useful information that can help them in their work [25]. 
Natural disasters often cause serious damage to humans and 
their homeland and may even result in homelessness and a 
large number of casualties. Providing timely and reliable 
information on emergency services [26] and an accessible 
shelter [27] is very important during the onslaught of 
disasters. People can also use social media to learn about 
health problems brought by these disasters [28], find missing 
persons and disaster-struck areas [29], and obtain the latest 
information about disasters [30]. 

The timely provision of emergency supplies can 
effectively reduce the number of casualties and losses 
resulting from disasters. Apart from information 
dissemination, social media also play an important role in 
facilitating rescue processes and identifying the demands of 
victims [31]. The American Red Cross developed an 
application that detects tweets for help and plans the 
allocation of emergency supplies. By using NLP technology 
on social media data, some researchers such as Deng et al. 
[32] and Wang et al. [33] have examined the disaster 
crowdsourcing process, which has introduced a new hotspot 
and inevitably attracted the attention of many researchers. 

The location information available in social media also 
plays a key role in disaster relief processes. By using tweets 
published in Christchurch, New Zealand, Gelernter et al. [34] 
separately applied the named entity recognition method 
developed by Stanford University and the manual method to 
extract detailed location information from the collected 
tweets. The researchers also highlighted the importance of 
the place name dictionary and the NLP method in 
automatically identifying the location information of tweets. 
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Simulation technologies are useful in emergency 
management [35]. Social media relies on three types of data, 
namely, registration data, automatic GPS recognition data, 
and local text information, to extract geographic information. 
The geographic information carried by disaster-related 
tweets provides rescuers with detailed information on 
disaster-struck areas so that they can assess service risks and 
the extent of damage [36]. 

 
4.1.3 Recovery and reconstruction functions 
Social media serve two important functions during the onset 
of disasters, namely, to meet the information needs of the 
public and encourage donations and participation in 
volunteer activities. After a disaster, the public is naturally 
concerned about what has happened in disaster-struck areas 
and how they can help victims. People use social media to 
obtain the current information on rescue efforts and know 
about the state of the victims, thereby meeting their 
information demands and developing their awareness of the 
situation. Social media can also significantly broaden the 
channels for donations and volunteer recruitment [37]. Seo 
et al. [38] examined the social media posts published around 
the time of the Wenchuan earthquake and confirmed that 
publishing more disaster-related information motivated the 
public to help the victims. Some studies have also shown 
that the number of social media posts during disasters is 
significantly and positively correlated with the number of 
donations to support the victims [39, 40]. In general, public 
participation in emergency management often leads to chaos, 
but Sutton et al. [41] showed that exchanging information 
over the Internet is more important than participating in 
emergency management efforts given that the effective 
communication of useful data over the Internet, including 
social media, can prevent confusion and facilitate mutual 
coordination among volunteers. 

Another important function of social media during 
disasters is providing psychological, emotional, and social 
support to the victims and their relatives and friends [42, 43]. 
The public can express their concerns about the disaster and 
mourn the deaths of victims through social media [44]. As a 
user-based platform, social media can provide potential 
psychological and emotional support for individuals who 
have experienced a disaster [45]. Lev-On [46] showed that 
people who have experienced disasters turn to social media 
for emotional support. Survivors of disasters can also contact 
their relatives and friends through social media, which can 
help in their rapid recovery [47]. Ben-Ezra et al. [48] and 
Miura et al. [49] examined the March 2011 earthquake in 
Japan and found that Facebook effectively provided 
emotional support to the victims of the disaster. Similarly, 
Cao et al. [50] examined the Wenchuan earthquake and 
found that social media can affect the personal and collective 
well-being of people living in disaster-struck areas. Disasters 
often destroy the social ties among residents, but social 
media can provide people with tools to repair or improve 
their social connections [51]. This finding has been 
confirmed by a related study on the L’Aquila earthquake in 
Italy [52]. After a disaster, people often explore ways to 
prepare for a disaster and prevent another one. Therefore, 
social media serves as a platform where people can discuss 
their experiences and the implications of disasters. This 
platform can also help rescue agencies communicate with 
the victims of disasters [53]. In addition, as Gandomi et al. 
[54] pointed out, the key feature of social media is big data. 
To use social media data reasonably and efficiently, scholars 
have employed various content-based and structure-based 

analytic techniques to extract information from the noisy big 
data stream. Notably, topic discovery and event detection 
algorithms are expected to solve a large volume of problems 
involving social media data [2]. 

The application of social media tools, such as Twitter in 
disaster management, has become more extensive and deep. 
In 2008, after the Wenchuan earthquake in China), situation 
awareness tweets appeared immediately, followed by 
updates after the first post. This phenomenon has attracted 
the attention of many researchers in this area. After the 
Japan earthquake in 2011, a large amount of first-hand 
information was published on Twitter, which was the fastest 
source of information after the event. When Hurricane 
Sandy hit the United States in 2012, social media was 
already an indispensable part of disaster response, filling the 
gap in traditional telecommunication services. Millions of 
American citizens used Twitter to find friends and relatives 
after the disaster, as well as to inform organizations and 
express their support for the victims. During the 2013 flood 
in Yuyao, China, many people who were trapped in their 
homes shared their situation information through Weibo (a 
Chinese platform similar to Twitter), and organizations 
scanned their posts to find victims and deliver supplies as 
soon as possible. Facebook also provided a person-tracing 
service during the Nepal earthquake in 2016. Recently, with 
the further integration of GIS and NLP technology, social 
media has gradually penetrated disaster relief operations. 
The Mexico earthquake in 2017 was another good example 
of the widespread use of social media to organize civic 
volunteers to save lives. The victims used social media to 
ask for food, clothing, and medical assistance. Volunteers 
then coordinated with others to deliver the necessary 
supplies.  

From the perspective of social media users, this study 
divides all the users in disaster communication into two 
types: individuals and organizations. Individuals refer to 
persons who use social media, while organizations are 
official and unofficial rescue agencies (including news 
organizations). Fig. 8 shows the ideas presented in the 
sample papers and briefly lists the important role of social 
media in different stages of disaster emergency management 
from the perspectives of individuals (lower part) and 
organizations (upper part). In other words, as an important 
mode of interaction and source of first-hand disaster 
information, social media has become an inevitable part of 
disaster management.  

 
 

4.2 Crisis information dissemination 
Previous studies show that Internet users mainly use ICT 
tools to seek information and reduce the uncertainty they 
perceive [55]. However, during disasters, social media users 
not only receive but also create information. Therefore, 
social media are more effective than other tools in 
disseminating disaster-related information [56]. Moreover, 
using social media is an effective way to generate, share, and 
disseminate disaster-related information [7]. From the 
perspective of information dissemination, studies on the use 
of social media in times of disaster have mainly focused on 
several aspects, which are discussed in the following 
sections. 
 
4.2.1 User behaviour characteristics 
Social media has changed the traditional way of 
communicating disaster-related information [57]. In general, 
shortly after the occurrence of a disaster, people use mobile 
terminals to create disaster-related information [22] and 
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publish such information in large amounts [58]. People also 
use the “reply” and “comment” functions of these terminals 
to promote information exchange [59]. People who are in the 
areas that are not damaged heavily usually let their relatives 
and friends know about their situation through social media 
and are willing to repost tweets related to the disaster. 

Sakaki et al. [22] found that in times of disaster, social 
media users share some similar characteristics. For instance, 

their information dissemination activities increase their 
demand for additional information and stimulate their 
communication behaviour. The information published by 
official sources tends to have a higher number of reposts and 
comments compared with those shared by unofficial sources 
[60]. Meanwhile, gossip and rumours are often shared by 
anonymous users [61]. 

 
Fig. 8. Actions of social media in disaster management process 
 
4.2.2 Spread of public opinion  
Given the interactive diversification and rapid dissemination 
of information in social media, the impact of these 
technologies on public opinion continues to increase. Social 
media have gradually evolved from messaging technologies 
to important platforms where individuals and organizations 
seek and share real-time information [62]. After the 
occurrence of a disaster, users often publish their opinions 
through their social media accounts, thereby contributing to 
a large volume of opinions that are updated in real-time. 
Tracking this type of information can help other users assess 
public opinion about disaster events. Social media can also 
be used to perform traditional crisis communication 
activities, such as restoring the normal state of an 
organization, influencing public perception, and protecting 
one’s reputation [56]. These crisis communication activities 
only represent a one-way use of social media in disaster 
situations, but they can be used in two-way communication. 
Users can also investigate public opinion trends through 
social media [63]. When disasters greatly affect the daily 
lives of social media users, many people post negative 
information about these events on their social media 
platforms [64]. The emotional and direct tone of some posts 
increases their diffusion rate. Unfortunately, studies in this 
field have largely focused on crisis communication and have 
completely ignored the importance of promoting public 
awareness about disasters through social media [65].  
 
 
5. Conclusion 

 
Social media are typical user-generated content platforms 
that use collective intelligence to support emergency 
response processes. To provide a general overview of the 
research on disaster-related information from social media, 

this study constructed a comprehensive knowledge network 
by performing cluster and social network analyses on a 
dataset taken from the WOS database. The high-frequency 
keywords were mapped to the differences in the publication 
times of highly cited articles. The relevant studies on each 
topic were summarised and analyzed, and the findings 
revealed the following:  

(1) The importance of social media in times of disaster 
has been highlighted in many disaster emergency 
management practices and has attracted the attention of 
governments and research institutions. The statistical 
analysis of the sample dataset shows that the number of 
published documents and citations has increased over the 
years, showing that the use of social media during disaster 
periods has become an important research area. 

(2) The stability of research hotspots in social media use 
in times of disaster continues to change. The subjects 
represented by the identified keywords with the highest 
frequency keywords are believed to be hotspots of natural 
disaster management in social media. As the level of 
research in this area continues to grow deeper, related 
studies adopt new techniques, such as time-series, voluntary 
geographic information, sentiment, and space-time analyses.  

(3) The available research methods are becoming highly 
diverse. Early works on the use of social media in times of 
disaster have mostly relied on case studies, while many 
scholars take the Haiti earthquake, Japan earthquake, 
Hurricane Katrina, Queensland flooding, and other disaster 
events to study the behavioural patterns and information 
dissemination characteristics of social media users during 
such times. Most of these studies have also adopted 
statistical analysis methods, such as descriptive statistical 
analysis and logistic regression. With the continuous 
improvement of NLP technologies and data mining methods, 
as well as the flow of noisy disaster information on social 
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media platforms, some scholars have begun to introduce 
improved automatic data mining technologies to analyze 
location information, URLs, text, and diffusion networks 
from social media. The applicability and generalisability of 
their findings are also gradually improving. 

A closer look at the literature, however, reveals gaps and 
limitations. First, each type of disaster event, such as 
earthquakes, heavy rains, and wildfires, is characterized by 
different content and induces various interaction 
characteristics on social media platforms. However, previous 
studies have mostly focused on a single type of disaster and 
neglected its differences from other types. Second, most 
studies in this field have relied on statistical analysis of 
historical data without considering temporal changes. In fact, 
disaster events and rescue processes are constantly evolving. 
Therefore, the content and dynamic interaction 
characteristics of social media users must be considered. 
Third, many scholars have relied on a content-based 
qualitative analysis of social media posts that are published 
in times of disaster yet failed to conduct in-depth 
quantitative mining of the emergency response functions of 
social media. Fourth, although many researchers are 
concerned about the spread of disaster-related public opinion 

on social media, few studies have analyzed the emotions of 
disaster victims. Most studies have also failed to link the 
group emotions of these victims to the cluster behaviour of 
people living in disaster-struck areas. Social media are 
powerful tools that enable people to learn about the emotions 
and central issues faced by disaster victims in real-time. 
Therefore, post-disaster crisis opinion must be analyzed and 
predicted by conducting a social media study. In sum, 
dynamic analysis, quantitative mining, and emotional 
calculations may become a trend in natural disaster 
management in social media. 
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