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Abstract 
 
Daily, the world incurs significant losses due to food wastage. This study proposes the development of a predictive model 
for the actual food demand within companies or restaurants. The proposed model focuses on utilizing ridge techniques, 
specifically the three machine learning algorithms: Ridge Regressor, Kernel Ridge, and Bayesian Ridge. The selection of 
these three algorithms was deliberate, as they have not received as much attention compared to other machine learning and 
deep learning algorithms. This model utilized a proprietary dataset related to food product sales, comprising several widely 
recognized features commonly found in most companies and restaurants. This study employed various metrics such as 
(MSE, RMSE, MAE, and R2) to compare the prediction results obtained from these algorithms, and the results were as 
follows (Ridge Regressor: 82.87, Kernel Ridge: 70.30, and Bayesian Ridge: 82.98). This research sets a limit to the daily 
food wastage that incurs significant financial losses worldwide. 
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1. Introduction 
 
Many food sales companies relied on very primitive methods 
in estimating the quantities that they would need to sell in the 
market. The managers of these companies employed many 
employees with specializations in mathematics and 
economics to increase the profits of their companies by 
reducing the losses resulting from damage to goods as a result 
of the expiration of their storage [1]. In the end, these 
employees and experts fail to give accurate accounts, which 
puts their companies in the dilemma of losing products. Add 
to that, their many numbers which lead cost the companies 
pay large salaries. In addition, many companies are 
competing with each other. Each of these companies wants to 
increase its profits more than its competitors [2]. On the other 
hand, they desire the least losses in terms of employee salaries 
and numbers, as well as in terms of reducing product losses 
as a result of their damage due to their remaining in the 
companies’ warehouses without selling them because the 
availability of these goods is more than the demand for them 
[3].  
 From this standpoint, and to achieve the best profits, 
companies have developed research and scientific aspects to 
reduce the burden of product loss [4]. The researchers took 
from the past sciences as an important pillar and proceeded to 
use modern technologies to develop efficient forecasting 
systems to estimate the future need for food sales. This has 
been of great benefit to companies by storing only the 
quantities they will need without falling into the problem of 
stockpiling goods [5]. 
 This study relies on supervised ML. Specifically, the pro-
posed model is based on the regression technique. Where the 
AI algorithms used are employed on real and continuous data 
to give forecast results for food sales, then the accuracy ob-
tained from these algorithms is evaluated by comparing the 

results obtained from them with the actual numbers in the da-
tasets. By reviewing and analyzing the relevant studies, found 
that they differed in terms of choosing the data on which they 
depend, depending on the companies that provide this data. 
Food datasets often need a lot of pre-processing before they 
can be used for prediction. After the stage of preparing the 
datasets, the stage of training the algorithms begins and then 
testing them to see their accuracy in prediction to use them 
later, whether in future studies or for the benefit of the food-
selling companies’ sector. Several practical measures were 
used to measure the accuracy of the proposed model and the 
results obtained from it. This study takes into account the 
juice of previous studies by designing a model that uses im-
portant and famous AI algorithms. Therefore, this study can 
be considered a brief and useful summary that is presented to 
companies without the need to waste time knowing the appro-
priate food sales forecast models. 
 
 
2. Related works 

 
Many researchers have worked hard over the years to study 
and develop food sales forecasting models. Companies have 
become more flexible by providing the necessary datasets for 
studies to serve researchers and companies themselves. The 
most important related works can be summarized in the fol-
lowing paragraphs: 
 High promotions produce high sales that are difficult to 
deal with and manage, especially in how these sales are sched-
uled and their quantities. To mitigate such problems good 
sales forecasting models are used. On this basis, H. Dai, et al. 
suggested designing a model based on the random forest (RF) 
algorithm based on clustering to forecast sales on peak days. 
A dataset provided by a major grocery store in China was 
used. The algorithm gave 13.43% better prediction results 
than the non-clustered RF algorithm, and 22.85% better than 
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the non-clustered autoregressive integrated moving average 
(ARIMA) model [6]. 
 This study was proposed by C.-H. Wang and aims to (1) 
rely on economic indicators and their associated timelines as 
two basic elements for forecasting, (2) use both ML algo-
rithms and deep learning algorithms to make the forecasting 
process, and (3) the dynamic interactions between competing 
companies from on the one hand, and the sales sector on the 
other. Preliminary results show that the sales revenues of the 
retail sectors are affected mainly by the retail employment 
census, real wages, as well as the consumer price index. As 
for seasonal factors, they affect hypermarkets  only.  The re-
sults showed that learning deep learning algorithms give the 
best results [7]. 
 Given the transition to the era of big data, R. Odegua pro-
posed in this study a prediction model using the data of a store 
called “Chukwudi Supermarkets”, with the application of 
three machine learning algorithms “K-Nearest Neighbor, 
Gradient Boosting, and Random Forest”. The obtained results 
showed that the Random Forest algorithm gives better accu-
racy than the gradient-boosted and K-Nearest Neighbor algo-
rithms. To improve the accuracy of prediction, the model fo-
cused on three main variables: the type of store, the price of 
the product, and the year in which the store was opened [8]. 
 In this study, A. P. Wellens, et al. proposed a model based 
on the decision tree. A dataset containing 4,523 products from 
a leading retail store in Belgium was used and some external 
events such as national holidays and promotions were taken 
into account. The results gave an improvement in prediction 
accuracy over commonly used statistical methods by 9.34% 
and up to 20.52%. The proposed model relied on external var-
iables, which improved the results obtained [9]. 
 There is no way to accurately predict sales during promo-
tions. Because of this problem, J. Wolters and A. 
Huchzermeier proposed a model that deals with products dur-
ing seasonal offers. The model is based on two stages. In the 
first stage, the seasonal sales cycle is predicted by using the 
harmonic regression model, and this is done by not using pro-
motional sales data during the holiday period in the second 
stage, the results of the first stage are combined with a func-
tion that uses holidays and promotions data. Then the final 
model is formed using the ridge regression algorithm. The 
data provided by the grocery store is used for short periods as 
well as for long periods. This model gave good accuracy in 
forecasting sales [10]. 
 To forecast customer requirements in “Supply Chain 
Management SCM”, N. Vairagade, et al. tried to use machine 
learning algorithms to make an appropriate prediction. A 
“representative set of ML-based prediction techniques” has 
been applied to the used dataset. Then “R2, Mean Squared Er-
ror (MSE), and MAE” scores were used to evaluate the accu-
racy of the algorithms used. Based on the results, the Random 
Forest algorithm gives a better prediction result compared to 
the artificial neural network that was applied to the same data 
[11]. 
 In this study, V. Adithya Ganesan, et al. propose a model 
that predicts food sales in advance for a retail store in India. 

The model is taught through the internet as well as features 
engineering is adopted, after that, a neural network algorithm 
is used to make the prediction process. The proposed model 
gives better accuracy than the results obtained from the tradi-
tional time series models, as well as it gives better accuracy 
than the corporate’s current model by 7.7%. According to re-
searchers working on this model, it leads to saving 170 units 
of food per day [12]. 
 In this study, L. Zhou, et al. gave an introduction to DL 
and how neural networks work, as well as how to train the 
model. In this study, a survey of data related to food sales was 
conducted, so the survey included calories in foodstuffs, types 
of foodstuffs, their sources of  
contamination, and other matters. The specific problems, the 
existing data sets, the applied neural networks, as well as the 
obtained accuracy, were studied with a comparison with other 
research. The result of the research indicates that deep learn-
ing is superior to traditional artificial intelligence algorithms 
[13]. 

  
 

3. Materials and Method 
 

This study used a distinctive dataset with the features it con-
tains, which can be generalized to most companies. Focus was 
also placed on three algorithms that are underserved in terms 
of research and study. It was noticed that there was a lack of 
focus on these important algorithms. The important steps in 
this study will be detailed later. 
 
3.1 The selected dataset 
The first dataset is sourced from “publicly available Alibaba's 
Tianchi platform data” and it consists of 1000 rows and 15 
columns as shown in Table 1. This data set contains food sales 
of different categories on the Alibaba platform in several cit-
ies in the year 2019. 
 

Fig. 1. Frequency of product categories in the dataset. 
 
Table 1. Part of the First Dataset 

Invoice ID Branch City Customer type Gender Product line Unit price Quantity Tax 5% Date Time Cost Gross income Rating Total 
765-26-6951 A Yangon Normal Male Candy 72.61 6 21.783 1/1/2019 10:39 435.66 21.783 6.9 457.443 
530-90-9855 A Yangon Member Male Drinks 47.59 8 19.036 1/1/2019 14:47 380.72 19.036 5.7 399.756 
891-01-7034 B Mandalay Normal Female Fruites 74.71 6 22.413 1/1/2019 19:07 448.26 22.413 6.7 470.673 
493-65-6248 C Naypyitaw Member Female Candy 36.98 10 18.49 1/1/2019 19:48 369.8 18.49 7 388.29 
556-97-7101 C Naypyitaw Normal Female Fruites 63.22 2 6.322 1/1/2019 15:51 126.44 6.322 8.5 132.762 
133-14-7229 C Naypyitaw Normal Male Dairy products 62.87 2 6.287 1/1/2019 11:43 125.74 6.287 5 132.027 
651-88-7328 A Yangon Normal Female Biscuit 65.74 9 29.583 1/1/2019 13:55 591.66 29.583 7.7 621.243 
182-52-7000 A Yangon Member Female Candy 27.04 4 5.408 1/1/2019 20:26 108.16 5.408 6.9 113.568 
416-17-9926 A Yangon Member Female Fruites 74.22 10 37.11 1/1/2019 14:42 742.2 37.11 4.3 779.31 
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 Fig. 1 shows the frequency of food categories in the da-
taset. It is observed that there is a convergence in the distribu-
tion of numbers in this dataset.  
 Fig. 2 shows the relationship between the quantity of 
products and their category, as the average quantity of prod-
ucts in the dataset was taken. 
 

 
Fig. 2. The Relationship between Product Category and Quantity in the 
dataset. 
 
Fig. 3 includes a 3D chart showing the relationship between 
product category, quantity, and total price of the first dataset. 

 
Fig. 3. The Relationship between Product Category, Quantity, 
and Total price in the dataset. 
 
 
3.2 Algorithms used 
To highlight an important technique, the Ridge technique, this 
study was proposed. Three artificial intelligence algorithms 
trace their origins to the Ridge concept, namely: Ridge Re-
gression, Bayesian Ridge, and Kernel Ridge. These algo-
rithms differ significantly in their core principles and also ex-
hibit variations in other essential aspects. Below is a summary 
of the functionality of each of them individually: 
 
3.2.1 Ridge Regression 

Ridge Regression is an ML algorithm used to estimate the co-
efficients of multiple regression models in cases where the in-
dependent variables in the data are highly correlated [14].  
This method is used to analyze data that suffer from multicol-
linearity. The multicollinearity problem causes the variances 
to be large, resulting in predicted values that are far from the 
actual values. As mentioned earlier, LASSO uses L1 regular-
ization while Ridge Regression uses L2 regularization. Ridge 
Regression uses a cost function similar to the LASSO algo-
rithm, except that Ridge adds a "square expression" to the co-
efficient as a penalty term [15]: 
 
 

 ! "𝑦! −% 𝑥!"𝛽"
#
"$% (

&'

!$%
+ 𝜆! 𝛽"&

#

"$%
           (1) 

 
 Here, the lambda value is the critical value. It should not 
be equal to zero, and it should not be too large in order not to 
add too much weight, which leads to under-fitting. This algo-
rithm works efficiently to avoid overfitting. 
 The first action that this algorithm takes is standardizing 
the variables. Where it works to standardize the independent 
and dependent variables by subtracting their averages and di-
viding the result by the standard deviations [16]. To distin-
guish whether the variables are standardized or not, an anno-
tation is placed in a formula. Therefore, to avoid notations in-
dicating whether individual variables are standardized or not, 
this algorithm always uses standardized variables. Also, in the 
end, coefficients can be returned to their original scales. 
 Ridge Regression uses the ridge estimator as a shrinkage 
tool [17]. When there is a multicollinearity in the data, the 
ridge estimator is used to shrink the least squares estimator to 
obtain a better estimate. Fig. 4 shows the accuracy of the pre-
diction results obtained from this algorithm compared to the 
actual values. 
 

 
Fig. 4. Results obtained from the Ridge Regressor algorithm. 
 
3.2.2 Bayesian Ridge 
Bayesian is a technique used to define and estimate statistical 
models [18]. The benefit of Bayesian regression appears when 
the data is not well distributed or when the data is not suffi-
cient at all. This algorithm is based on the probability distri-
bution to get the prediction [19]. The objective 'y' is obtained 
from a normal distribution (where the mean and variance are 
normalized). Bayesian Regression aims to find the "posterior" 
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distribution of the model's parameters. Posterior is the proba-
bility of an event occurring as a result of another event that 
has already occurred [20]. This is equivalent to Bayes' theo-
rem which states [21]: 

 
P(A | B) = ((*|,)	((,)

((*)
                                    (2) 

 
 Here, the value of P(A) represents the probability that 
event A will occur, and P(A | B) is the probability that event 
A will occur because event B has already occurred. Based on 
the above formula, noticed that there is a subsequent distribu-
tion of the model parameters. This distribution is proportional 
to the probability of multiplying the data by the previous 
probability of the parameters. It is worth noting that increas-
ing the number of data points leads to a significant increase in 
the probability value compared to the previous value. When 
this algorithm works to cover more data points, the built 
model becomes less erroneous. So, Bayesian Ridge needs a 
large amount of training data to make the model more accu-
rate. For a fully probabilistic model with Bayesian regression, 
a Gaussian distribution around Xw is used to obtain the output 
"y" as shown in the equation below [22]: 

  
p(y|X,w,α) = Ɲ(y|Xw,α)                      (3) 

 
 Where alpha is treated as a random variable estimated 
from the data. Bayesian Ridge estimation is a probabilistic 
model of the regression problem. As indicated in the follow-
ing equation [22]: 
 

 
 Where α and λ are chosen to be the gamma distributions.
 The model used for this equation is called Bayesian 
Ridge Regression, and it is efficient for low-dimensional 
data. It is similar to the classic Ridge model. 
Fig. 5 shows the accuracy of the prediction results ob-
tained from this algorithm compared to the actual values. 

 

 
Fig. 5. Results obtained from Bayesian Ridge algorithm. 
  
3.2.3 Kernel Ridge 
The Kernel ridge regression (KRR) algorithm works by com-
bining both the functions of classical ridge regression and 
classification (linear least squares with L2-norm regulariza-
tion) on the one hand and the kernel trick on the other [23]. 
This algorithm learns a linear function in the resulting space 
from the kernel and the respective data.  
 The shape of the model learned by the KRR is similar to 
the shape of the model produced by the Support Vector Re-
gression (SVR) algorithm [24]. However, SVR differs from 

KRR by the loss functions used, since KRR works with 
squared error loss while SVR uses loss Ɛ-insensitive, and both 
operate with L2 regularization. Kernel Ridge fit is performed 
in a closed form, unlike SVR, in which KRR is faster on me-
dium-sized datasets [25]. In contrast, the model learned from 
the KRR is slower than SVR because it is not sparse [26]. 
 The kernel trick works well with linear data provided the 
number of features is large and the number of inputs is small 
[27]. What distinguishes the kernel ridge regression algorithm 
is the existence of formulas that enable the computation of the 
mean squared error of the leave using the results obtained 
from a single individual training over the entire training set, 
i.e. without performing the leave-one-out. 
 Thus, efficient hyper-parameters (ridge and kernel param-
eters) can be obtained. In addition, if a single value decompo-
sition operation is performed, solutions matching many val-
ues can be calculated using a single training edge [28]. Ap-
plying this mechanism makes ridge improvement highly ef-
fective. Fig. 6 shows the accuracy of the prediction results ob-
tained from this algorithm compared to the actual values. 

 
Fig. 6. Results obtained from Kernel Ridge algorithm. 
 
 
4. Results and Discussion 
 
This study presents a model based on three convergent and 
important artificial intelligence algorithms. The aim is to find 
satisfactory results to predict the amount of food needed by 
each company, each restaurant, or the like, to reduce food 
spoilage, thus saving these companies from losing money. To 
compare the results of the algorithms and determine the accu-
racy of the prediction obtained, several metrics were used, 
which will be detailed later. 
 
4.1 R-Squared 
R-squared (R²) is a statistical equation that determines the 
percentage of variance in the dependent variable that can be 
predicted by the independent variable(s) [29]. This metric 
gives the proportion of the fit of the data to the regression 
model. Its value is between (−∞-1) and was multiplied by 100 
in this study to know the percentage of accuracy obtained 
[30]. R2 can be explained mathematically as follows [31]: 
 
R2 =/01!0'2334#50!'36789:635

;:<05=01!0'23
                        (5) 

 
4.2 Mean absolute error (MAE) 
The mean absolute error (MAE) is a metric used with regres-
sion models. Where it results in the average absolute differ-
ence between the expectation obtained from the model and 
the target value. MAE can be explained mathematically as 
follows [32]: 
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where n is the observation number, yi is the observed value 
and ŷi is the predicted value. 
 
4.3 Mean squared error 
Mean squared error (MSE) is a metric used with regression 
models. MSE represents how close the regression line is to 
the data points. where it is considered a risk function. The 
lower its value, the more accurate the model. MSE can be ex-
plained mathematically as follows [33]: 
 
MSE = %

'
% (𝑌! − 𝑌!>)&

'
!$%         (7) 

 
where n is the observation number, Yi is the observed value 
and Y’i is the predicted value. 
 
4.4 Root mean squared error 
Root mean squared error (RMSE) is obtained through the root 
of the MSE. It is a common measure used with regression 
models. The following equation shows it mathematically 
[34]:  
  

RMSE = .
? (8!@8A!)"

#
!$%

'
                          (8) 

 
 Using the above standards, the picture becomes clearer, 
and the results of these algorithms can easily be compared and 
the accuracy obtained from them can be easily determined. 
 When applying the above metrics to the three algorithms 
used, the metrics (MSE, RMSE, MAE) yielded results close 
to zero in all the algorithms, indicating a low margin of error 
in prediction. When using the R2 metric, the results obtained, 
as referred to in Table 2 below, were multiplied by 100. 
Whereas as the accuracy approaches 100, this means that the 
algorithm provided a better prediction accuracy. 
   

Table 2. The Results of the Algorithms Using the Selected 
Dataset. 

Algorithm RMSE MSE MAE Accuracy 
(R2) 

Ridge Re-
gressor 

1.1684 1.3652 0.8384 82.87 

Bayesian 
Ridge 

1.1646 1.3565 0.8316 82.98 

Kernel Ridge 1.5384 2.3668 1.1497 70.30 
 From observing the results in Table 2, it was found that 
the best prediction algorithm among the three algorithms used 
was (Bayesian Ridge), which gave an accuracy of (82.98). In 
general, the three algorithms gave good and important results, 
through which they can predict the actual need for food prod-
ucts to curb food waste.                                           
 
 
5. Conclusion 

 
Restaurants and companies are making every effort to miti-
gate food waste and, consequently, increase profits. This 
study proposed a model based on comparing the predictive 
results of three machine learning algorithms that haven't been 
compared in previous studies: Ridge Regressor, Kernel 
Ridge, and Bayesian Ridge. A multi-feature dataset was used 
to make the processing more effective. Several accuracy met-
rics were used to measure the performance of the proposed 
algorithms. The results revealed that the Bayesian Ridge al-
gorithm performed the best with an accuracy of 82.98. The 
proposed system can be further improved by updating and ex-
panding the dataset to include more stores and restaurants. 
Additionally, other algorithms can be compared to the ones 
proposed in this study. 
 
This is an Open Access article distributed under the terms of 
the Creative Commons Attribution License.  
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