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Abstract 
 
This article attempted coordinated control of Type-2 fuzzy PSS with type-2 fuzzy lead lag(T2FLL) based SSSC controller 
for enhancement of transient stability of the power system. The initial step of analysis a single machine infinite bus power 
system model with LL based SSSC controller and PSS is considered. It is formulated by optimization problem to find out 
the optimal controller parameters by employing improved Grasshopper Optimization Algorithm (iGOA), GOA, PSO and 
Genetic algorithm (GA). The proposed test model of Type-2 fuzzy PSS with T2FLL based SSSC controller over PSS with 
LL controller of the same power system model demonstrated under different fault condition and location of fault with 
change of loading condition. The second part of analysis to check the effectiveness and robustness of transient stability in 
multi machine power system (MMPS) uses Type-2 fuzzy PSS with T2FLL based SSSC controller. The proposed MMPS 
with Type-2 fuzzy PSS with T2FLL controller demonstrated and observed that it is gives the better performances of 
damping of oscillation as compared to PSS with LL based SSSC controller under different fault condition of the power 
system. 
 
Keywords: Power system stability, Static synchronous series compensator, Power system stabilizer, Type-2 fuzzy LL controller, 
Grasshopper optimization algorithm 
 

 
1. Introduction  
 
The weak tie lines connecting large power networks due to a 
disturbance it results in the formation of low frequency 
oscillations. In such cases, insufficient system damping may 
cause continuous oscillations of the system which in turn may 
causes to separation of the system [1,2]. The Power system 
stabilizers (PSS) are often chosen by utilities as a solution to 
this problem. Since PSSs might not provide enough 
dampening therefor the additional controllers are required. 
Due to recent developments in power electronics, it is now 
increases the essential to use flexible AC transmission system 
(FACTS) devices to resolve various problems in the power 
system. These devices' uses can improve the stability of 
power systems in a variety of situations due to their fast 
control capabilities of interconnection of power system. The 
SSSC is a member of the FACTS family which can regulate 
power flow in power systems by switching from capacitive to 
inductive mode. The SSSC controller is chosen in the 
suggested analysis to design of the power system since it 
supplied additional dampening of the power system [3]. The 
various types of artificial intelligence (AI) computing-based 
strategies have been studies in the different power system 
damping controller design in the power system. In this studies 
some AI based approaches that have been analyzed in the 
proposed research such as Tabu Search (TS) [4], genetic 
algorithm (GA) [5,6], oppositional cuckoo algorithms 
(OCA)[7], simulated annealing (SA)[8], bacterial foraging 
algorithm (BFA)[9] and particle swarm optimization 
(PSO)[10]. Ant colony [11], Differential Evolution [12], 
chaotic krill herd blended runner root algorithm [13], hybrid 

shuffled frog-leaping & pattern search (hSFLA–PS) 
technique [14]. The coordination control in PSS with FACTS 
based damping controller design has been studies in different 
power systems. As per the literature studies, coordinated 
control of PSS with SSSC employed PSO [15], PSS with ant 
colony optimization algorithm [16], PSS with SSSC-POD 
controller employed Mayfly algorithm [17], PSS with SSSC 
controller used hybrid whale & nelder mead approach [18], 
PSS with STATCOM by Self-Adaptive Learning Bat 
Algorithm (SALBA)[19], PSS with FACTS based GOA[20] 
optimization techniques has been attempted for the 
improvement of stability of the power system.   
 The majority cases in the literature studies shows that the 
application of power system stability analysis the lead-lag 
(LL) based controllers has been attempted in the different 
power system. The researchers have recently suggested fuzzy 
logic-based controllers (FLC) as it has the ability to work with 
inaccurate inputs and capacity to operate nonlinearity. The 
improved control strategy in hybrid power system has been 
employed fuzzy PID regulator in the power system [21]. A 
UPFC damping controller and a PSS have been employed in 
combined to develop a FLC-based method described to 
suppress the power oscillation damping of the system [22]. It 
has been used to a hybrid fuzzy-neural approach for obtaining 
the optimum hybrid power generation of the system [23]. A 
mixture of firefly swarm optimized algorithm in type-2 
fraction order fuzzy based PID controller with power system 
stabilizer has been attempted to improve the power system 
stability [24]. The robust interval type-2 fuzzy lead-lag 
employed Harris Hawks studies for power system stability 
improvement [25], adaptive fuzzy lead-lag used modified 
grasshopper in PSS with FACTS based controller for 
improvement of power system stability [26]. 
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 As per the literature studies that different researches have 
been attempted various optimization techniques in different 
type of power system problem. There is no any optimization 
technique best suitable for all type of problems. There are 
various prospects for power system stability improvement 
performance which provided new and improvement type of 
optimization algorithm. Saremi et al. have developed an 
optimization technique which is inspired by nature and the 
social interactions of grasshoppers. This nature-inspired 
technique is called the Grasshopper Optimization Algorithm 
(GOA) [27,28]. It has been employed to solve numerous 
optimization problems as this technique is simplicity, ability 
to avoid high local optimum values, and gradient-free 
method. According to [27], the GOA approach is greatly 
outperformed by a number of optimization techniques such as 
GA, PSO, state of matter search (SMS), firefly algorithm 
(FA), flower pollination algorithm (FPA) and GSA. The 
GOA approach has been used to pick features for maximum 
classification performance which comparing the results of 
GOA to those of other feature selection methods including 
GA and PSO [29]. The GOA optimization algorithm has been 
attempted in optimal sizing of an autonomous microgrid 
system and the outcomes are compared to those of Cuckoo 
Search and PSO techniques [30]. For the global optimization 
of test functions, a chaotic GOA has been anticipated in [31], 
and it is shown that chaotic maps significantly improve GOA 
accuracy. The article [32] presents an exhaustive analysis of 
GOA and its variant are discussed. The two stages of the meta 
heuristic optimization process are commonly referred such as 
exploration and exploitation stage. The exploration is 
concerned with the potential of the algorithm to behave in a 
highly randomized manner in order to significantly alter the 
results. The presence of wide variances in the solutions 
encourages further investigation in the search space and the 
identification of parameters in attractive regions. The 
algorithms usually make advantage that it tendency to the 
solutions of regularly encounter smaller-scale variables and 
try to explore locally. The balancing between exploration and 
exploitation stage the search for the global optimum of a 
particular optimization problem can be accelerated. The 
concert of the actual GOA significantly depends on the 
coefficient of ‘c’ which is used to define the zones of 
attraction, repulsion, and comfort. The parameters of GOA 
gradually reduced from 1to 0.00001. The modified to 
improve of GOA called iGOA optimization algorithm is 
employed in anticipated of this research work. In this iGOA 
optimization algorithm the coefficient ‘c’ is adjusted such a 
way that enhances algorithm performance. This paper 
suggested a iGOA optimized in coordinated control of type-2 
fuzzy PSS with T2FLL based SSSC controller for 
enhancement of power oscillation damping of the power 
system. The novel contributions of the paper are  
 

i. To design of iGOA optimized based Type-2 fuzzy 
PSS with T2FLL based SSSC damping controllers 
suggested for power system stability improvement 
in the power systems.  

ii. Projected iGOA algorithm is first tested coordinated 
control of PSS with lead lag based SSSC controller 
compared to GOA, PSO, and GA optimal 
coordinated control of same power system to shows 
its superiority.  

iii. To demonstrated the Type-2Fuzzy PSS with T2FLL 
SSSC based controller superior over conventional 
PSS with LL controller under different loading and 
location of fault in SMIB power system.  

iv. The effectiveness and robustness analysis is 
demonstrated by extending multi machine two area 
power system. 

 
 
2. System Under Investigation  
 
2.1 Single Machine Infinite Bus 
The SMIB power system as in Fig.1 is chosen initially. This 
SMIB system having the synchronous generator terminal 
voltage VT and the infinite bus voltage VB are considered. The 
T represents the transformer. V1 and V2 are used to denote the 
voltages on buses 1 and 2 respectively. The converter's output 
voltage is designated as Vcnv and the DC source voltage is 
denoted as VDC. The PL and I represents the real power and 
current of the transmission line that connects buses 1 and 2. In 
contrast, PL1 stands for the real power that is transmitted along 
one of the two parallel lines. The synchronous generator which 
included a turbine, governor, field excitation and also 
incorporates the power system stabilizer. The Automatic 
Voltage Regulator (AVR) and exciter are components of the 
excitation system [33]. 

 
Fig. 1. Test model of SMIB power system 
 

2.2 Kundur’s Four Machine Two Area Test Power 
System 

The Figure 2 shows the Kundur’s four machine test system in 
which it consisting of 11 bus and two absolutely symmetrical 
areas combined through two parallel transmission lines of 220 
km long distance. The Bus 7 and 9 are considered to have 
loads and shunt capacitors respectively. The low frequency 
oscillation was precisely planned in the power system as in 
reference [33]. The test system simulates features of typical 
systems that are used in actual operations. The constant 
impedances loads are used in the load of the proposed power 
system. The 413 megawatt of power is transferred from area-
1 to area-2. Any disturbance of the power system under stress 
and causes it to oscillate. The system specifications are 
described in [33].       

 
Fig. 2. Kundur’s four machine test system 
 
 
3. The Proposed Method  
 
3.1 Outline of Type-2 Fuzzy Logic Control 
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The performance of a system may not be improved by using 
traditional fuzzy logic control (FLC) when there are 
significant uncertainties. The PSs. performance is enhanced 
using the type-2 double MF based controller. The proposed 
structure of the present work is a T2FLL controller considered 
for improvement of low frequency oscillation of damping of 
power system. The MFs of the type-2 FLC are uses by upper 
MF(UMF) and lower MF(LMF). A barrier is formed by 
combining the UMF and LMF. The construction of a foot 
print of uncertainty (FOU) is restricted between the UMF and 
LMF. A type-2 fuzzy operation contains defuzzification, 
knowledge base, type reducer and fuzzification. The 
fuzzification is first stage of fuzzy logic control system. It 
uses MFs to process inputs and provide the necessary 
structured fuzzy sets. The linguistic variables ‘EX_N’, ‘L_N’, 
‘ZE_R’, ‘L_P’ and ‘EX_P’ are employed as MFs to represent 
Extreme Negative, Least Negative, Zero, Least Positive and 
Extreme Positive respectively.The type-2 fuzzy set (FS) may 
be expressed as: 
 
𝐹𝑆 = ((𝑉𝑎𝑟, 𝑎), 𝜇!(𝑉𝑎𝑟, 𝑎)), 𝜈𝑉𝑎𝑟 ∈ 𝑃, 𝜈𝑎 ∈ 𝐽"#$[0,1]	         (1) 
 
 
 Where, 
𝜇!(𝑉𝑎𝑟, 𝑎) is the UMF, Var is the main variable, a is the 
added variable of domain JVar 
 
 The universe of discourse is expressed as: 
 
𝐹𝑆 = ∫ ∫ %!("#$,#)

("#$,#)#∈*"#$[&,(]"#$∈+         (2)  
 
 Where, , = Union on ACE and a 
 
 Now the equations can be written as: 
 
𝜇!*(𝑉𝑎𝑟, 𝑎) = 𝐹𝑂𝑈(𝑈)𝜈𝑉𝑎𝑟 ∈ 𝑃, 𝜈𝑎 ∈ 𝐽"#$[0,1]              (3)  
 
Where, 
 
JVar  is expressed as:  
 
𝐽𝑉𝑎𝑟 = [𝜇!(𝑉𝑎𝑟, 𝑎), 𝜇!(𝑉𝑎𝑟, 𝑎)]𝜈𝑉𝑎𝑟 ∈ 𝑃, 𝜈𝑎 ∈ 𝐽"#$[0,1] (4) 
 
 The MF related to type-I FLC motivates to cultivate LMF 
and UMF. The knowledge base includes rule base and 
interface engine. The rule base is demonstrated in Table 1. 
Individually Var and dAVar are the input signals to type-2 
FLC which generates output y. The characteristic of the type-
2 FLC is  
 
𝐿𝑀𝐹: 𝑓𝑜𝑟𝑉𝑎𝑟 = 𝐿𝑁; 𝑑𝑉𝑎𝑟 = 𝑍; 𝑌 = 𝐿𝑁                          (5)                                        
 
𝑈𝑀𝐹: 𝑓𝑜𝑟𝑉𝑎𝑟 = 𝐿𝑁; 𝑑𝑉𝑎𝑟 = 𝑍; 𝑌 = 𝐿𝑁                         (6)                                     
 
The Type-2 fuzzy set firing forte is              
 
 𝑓, = min	(𝜇!-(𝑉𝑎𝑟, 𝑎), 𝜇!-(𝑑𝑉𝑎𝑟, 𝑎))                          (7)                                                                                              
 
𝑓, = max	(𝜇!-(𝑉𝑎𝑟, 𝑎), 𝜇!-(𝑑𝑉𝑎𝑟, 𝑎))                           (8)                                                        
 
 𝐹, = [𝑓,, 𝑓,]                                                                     (9) 
 

 Type-2 FS is transformed into type-1 FS using TR for 
defuzzification. Center of Sums, Centroid, and Center of Sets 
(SOC) are three defuzzification techniques, with SOC being 
considered the best.  
 It has the following results.: 
 
𝑌./, = ∑ 0+1+

0+
23
,45 = [𝑌65, 𝑌62]                                           (10)  

 

𝑌65 =
∑ 8+9+,-
+.(

∑ 89,-
+.(

                                                                   (11) 
 

𝑌65 =
∑ 8+9+,-
+.(

∑ 89,-
+.(

                                                                   (12)  
 
where MFs of type-1 FLC are linked to Ym1 and Ym2. 
Averaging is used to determine type-2 FLC's output All of the 
properties of lead lag controller and type-2 FLC are taken into 
consideration while arranging the proposed T2FLL. 
 
Table 1. Demonstrated rule base Type-2 FLC  

 
 

EX_N L_N ZE_R L_P EX_P 

EX_N EX_N EX_N L_N L_N ZE_R 
L_N EX_N L_N EX_N ZE_R L_P 

ZE_R L_N L_N ZE_R L_P L_P 
L_P L_N ZE_R L_P L_P EX_P 

EX_P ZE_R L_P L_P EX_P EX_P 
 
3.2 Configuration of T2FLL Controller and Type-2 
Fuzzy PSS 
The Figure-3 illustrates the design of T2FLL based SSSC 
damping controller of the power system. The structure is 
made up of a sensor block, two lead lag blocks, a delay block, 
a gain block, and a washout block. It is usual to assume that 
the washout time constant is 10 seconds [33,35]. The 
appropriate phase-lead is delivered by the LL blocks to 
compensate for the delay between the input and output 
signals. The speed variations also chosen as the T2FLL 
controller input signal. The T2FLL controller assumes a 
transport delay of 50 ms and sensor time constant 15ms [10]. 
The Type-2 FLC based PSS consist of gain, sensor, washout, 
and two stage lead lag compensation block which as shown 
in Fig.4. 
 

 
Fig. 3. T2FLL based SSSC controller 
 

 
Fig. 4. Structure of Type-2 fuzzy PSS 
 
 The speed deviation taken as an input signal to the Type-
2 fuzzy based PSS. The excitation voltage is adjusted using 
the PSS output (Vs). The sensor is expected to have a 15 ms 
time constant. 
 
3.3 Optimization Problem:  The performance indices 
Integral Time Absolute value of Error (ITAE) is chosen as 

ò ò

e
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objective function of SMIB power system. Similarly, MMPS 
the objective function chosen with speed deviation in local 
and inter area mode of oscillation. The ITAE value chosen in 
Equ.(13) & Equ.(14) for SMIB and MMPS  must be 
minimized to improve the system transient performances of 
the system. 
 The objective function for SMIB is:  
 
𝐽 = ∫ | 𝛥𝜔 | ⋅ 𝑡 ⋅ 𝑑𝑡:4:+/0

:4;                   (13)  
 
 Where tsim is the simulation duration and Δω is the 
deviation in rotor speed. 
 The objective function for MMPS is:  
 
 𝐽 = ∫ (∑ | 𝛥𝜔< | + ∑ | 𝛥𝜔=|) ⋅ 𝑡 ⋅ 𝑑𝑡

:4:+/0
:4;                             (14) 

 
 Where ΔωL and ΔωI are the speed variation corresponding 
to local and inter-area oscillation modes respectively. As a 
result, the optimization problem that represents the design 
problem which is as follows: 
    
Minimize J                                                             (15) 
 
Subject to 
 
KSF1mi  KSF1  KSF1max  , KSF2mi  KSF2  KSF2max    Kmin  K 

 Kmax   T1min  T1  T1max   ,  T2min  T2  T2max , T3min  T3 
 T3max ,    T4min  T4  T4max                  (16) 

 
 Where KSF1 and KSF2 are the scaling factors, K gains and 
T1, T2, T3, T4 are the time constant. The range of the 
parameters for K, Time constants T1, T2, T3, T4 and KSF are 
[0.01 to100], [0.01 to 10] and [0.01 to100] respectively. The 
iGOA optimization algorithm is used in the present work to 
find out the tunning coordinated controller parameters of 
Type-2 Fuzzy PSS and T2FLL SSSC controller of the power 
system. 
 
 
4. Overview of GOA Optimization Algorithm and Its 

Improvement 
  
Grasshopper optimization algorithm (GOA) is a nature-
inspired optimization technique of social activities of 
grasshopper which is recently developed by, Saremiet al. 
[27]. At the time of seeking food, grasshopper exhibit 
swarming behaviour and transmits its act of searching 
abruptly and move locally for achieving its target. Such 
behaviours of grasshopper swarm are known as exploration 
and exploitation tendencies. Thus, for the designing of nature 
inspired algorithm for a mathematical model of grasshopper’s 
behaviour. Therefore, the mathematical model used to 
simulate the swarming behaviour of grasshoppers is as 
follows 
 
𝑋" = 𝑆" + 𝐹" +𝑊"                                                                           (17) 
 
 Where, Χι= ith grasshopper’s position,  Si= social 
interaction, Fi= force of gravity of ith grasshopper, Wi = wind 
advection. 
 
 The random behaviour can be provided by reforming the 
above equation as 𝑋> = 𝑟5𝐼> + 𝑟2𝐹> + 𝑟?𝑊> 

 Where random numbers ,  and  in the interval [0, 
1].   
 
𝑆" = ∑ 𝑠(𝑑#$). 𝑑2#$%

$&'
$(#

                                                                      (18) 

 
 Where, 𝑑@A = |𝑋A − 𝑋@|   = represent the grasshopper 
distance between kth and lth and𝑑R@A =

B1CB2
D21

  is represent as kth 
to lth grasshopper of unit vector. 
 The function s is defined as social forces which shows the 
influence on the social interaction of grasshopper and this 
force can be calculated as follow 
 
𝑠(𝑟) = 𝑎𝑒)

!
" − 𝑒)*                                                 (19)                 

 
 Where, ‘l’ indicates the attractive length scale and ‘a 
‘indicates the intensity of attraction. 
 It is seen that as per suggested the function s is taken 
within 0 and 15 [29], then repulsion take place in the interval 
[0 2.079] and attraction increases from 2.079 to 4-unit 
distance which decreases gradually. It is also suggested that 
there exist no interactive forces while two grasshoppers are 
2.079 units apart from each other. This distance is known as 
comfortable distance and the corresponding zone is known as 
the comfortable zone. It is evident from equation-(19) that, 
there is a variation of parameters (l & a) causes significant 
changes in attraction, repulsion and comfort zones causing 
social behaviors of artificial grasshoppers. The function ‘s’ is 
the social force that can separate space among two 
grasshoppers into attraction, repulsion and comfort 
zone.However if the distance is more than 10, the function ‘s’ 
returns value near to zero and become incapable to to apply 
forces among grasshoppers due to the large distance between 
the grasshoppers. The separation between grasshoppers in the 
range taken as [1, 4] for determing the above problem.From 
Eq.(17), the F component can be calculated as 
 
𝐹> = −𝑔�̑�E                                                                                              (20) 
 
where, g represents the gravitational constant and 
represents a unit vector towards the center of the earth. 
 From Eq.17, the component W is calculated as  
 
𝑊> = 𝑢�̑�F                                         (21) 
 
where  is the unity vector in the wind direction and u 
represents drift constant 
 As Nymph grasshoppers have no wings, their movements 
are more interrelated with the wind direction. Considering 
number of grasshoppers equals to ‘N’ and putting the 
expressions of SF and W in Eq. (19), it can be developed as 
 
𝑋" = ∑ 𝑠(|𝑋$ − 𝑋#|)

+")+#
,#"

− 𝑔�̑�- + 𝑢�̑�.%
$&'
$(#

     (22)  

 
 Nymph grasshoppers have no wings and they land on the 
ground and their positions must not be taken less than the 
threshold value. Thus Eq. (22) can be used for simulation of 
nature of interaction among grasshoppers in a swarm. 
Keeping in view of the fact that, grasshoppers speedily 
approach the comfort zone and swarm never come together 
towards the same point, the modified form GOA technique 
for solving optimization problems shown in equation-23 is 

£ £ £ £ £
£ £ £ £ £ £
£ £ £

1r 2r 3r
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taken without considering gravity along with an assumption 
that wind is always tending to the target . 
 
𝑋>D = 𝑐 X∑ 𝑐 GH3CAH3

2
𝑆YZ𝑋AD − 𝑋@DZ[

B1CB2
D21

I
A45
AJ@

\ + �̑�D            (23)  

 
 where  and are upper bound and lower bound in Dth 

dimension, is value of the Dth dimension in the target, ‘c’ 
is a decreasing coefficient to shrink the comfort, attraction 
and repulsion zones. The parameters c counting for 
deceleration of grasshopper tending towards the food source 
and consuming it. Some random variables are multiplied both 
the terms in equation-22 for the counting of interaction of 
grasshopper. The mathematical formulations to explore and 
exploit the search space in addition to that of a search agent 
for tuning of exploration and exploitation level. In case of 
stochastic optimization, the first attention is to getting   the 
promising regions in the search space in exploration stage and 
then the search agent is compelled by exploitation to find the 
global optimum value by searching locally. By increasing the 
no. of iterations which increases the behavior of grasshopper 
which can be influence by c value. The parameter ‘c’ 
requirement to be decreasing the proportion to the number of 
iterations in order to balance the exploration and exploitation. 
When ‘c’ decreases, the interactive forces among 
grasshoppers decrease. When ‘c’ increases in the search space 
about the target maxima value decreases. The declining 
coefficient c reducing the comfort zone is taken as 
 
	𝑐 = 𝑐/ − 𝐼

0$)0%
1

                          (24) 
 
 Where and 𝑐2a re max. and min. values of ‘c’ taken in 
the interval [1, 0.00001], I is the present iteration and L is 
represented maximum number of iterations in standard GOA 
technique, The converging characteristic in GOA is highly 
affected by the parameter ‘c’ in equation-24. With a lower 
value it results slow convergence towards the target. 
Therefore, the algorithm avoids getting stuck in relative 
optima which in turn increases the chance of getting global 
optima. In the proposed algorithm (iGOA), the value of ‘c’ 
decreases slowly at the staring and quickly during the end of 

iteration from 1 to 0.00001 and the current iteration ‘I’ and 
maximum number of iterations, ‘L’ considered by a 
correction factor of 1.5 found by series of trial runs by which 
exploration of the algorithm increase. Thus equation-24 is 
modified as  
 
𝑐 = 𝑐/ − 𝐼'.4 <

(0$)0%)
1&.(

=                             (25) 
 
 
5. .Simulation Result  
 
5.1 SMIB Power System  
The MATLAB/SIMULINK is used to create to develop 
model of the SMIB system which is shown in Fig.5. The 
current study used the variable step type ode23tb solver has 
been considered during simulation process of simulation 
model [4, 5]. MATLAB's Sim Power Systems library is used 
to design the model of the power system. The rotor reference 
frame(d-q) represents all winding dynamics. The subsystem 
of the SIMULINK block in the excitation system known as 
"Generator Control System" (Reg_M) and the Hydraulic 
Turbine and Governor (HTG) system. The different 
researcher has attempted to iGOA optimization technique in 
different type of problem. It has been demonstrated that the 
improve Grasshopper Optimization Algorithm (GOA) 
[34,28] benefits from high exploration while exhibiting very 
fast convergence speed. Exploration and exploitation balance 
smoothly with the unique adaptive mechanism in this 
algorithm. These features possibly enable the GOA algorithm 
to deal with greater exploration of search space and 
outperform other methods. Furthermore, computational 
complexity is superior to that of many techniques, which is 
displayed in the literature. These powerful characteristics of 
the iGOA technique motivated us to propose this present 
study. In the proposed analysis initial part of analysis to 
demonstrated to shows that iGOA is least minimum ITAE 
value as compared to GOA, PSO and GA optimization in 
coordinated control of lead lag based SSSC controller of the 
system. For integral time absolute error (ITAE) calculations 
a 3-phase fault for 5 cycle is taken into account near the 
middle of one transmission line. In order to clear the fault, the  
 

 
Fig. 5. MATLAM/SIMULLINK model of SMIB system 
 
lines are opened for five cycles. The PSS with LL based SSSC 
controller parameters are optimized by iGOA, GOA, PSO, 
and GA methods to demonstrate the better performance of the 

iGOA approach. The 50 populations and 100 generations are 
taken in initial value of all the optimization algorithm during 
the optimization process of the system. All the optimization 
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dub dlb
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algorithm are run minimum 30 times and the best optimal 
results (determined by the lowest ITAE value) are obtained 
controller's parameters. The Table 2 provided the optimal 
controller parameters of these techniques and its least ITAE 
value. From the Table 2, it is clear that, with a PSS with lead-
lag controller of the power system which employed the iGOA 
technique is obtained the lowest ITAE values (5.0143 x 10-4) 
as compared to GA (26.3557 x 10-4), PSO (8.0246 x 10-4), and 
GOA (7.8049 x 10-4).Hence, from the Table-2, it is clear that 
iGOA based optimization design of coordinated control as 
compared to GA, PSO, and GOA techniques results in a 
reduction of the ITAE value of 80.97%, 37.51%, and 35.75% 
respectively in the same identical controller and same power 
system model. The proposed test model is demonstrated to 
observed that the superiority of iGOA over GA, PSO and 
GOA techniques. The system   response of the dynamic 
behavior of speed deviation is shown in Fig.6. It is clear that 
the iGOA based controller is obtained the best system 
response performance as compared to GA, PSO, and GOA 
based PSS with LL based SSSC controller of the same power 
system. The next step of analysis of transient stability of same 
SMIB power system model Type-2 fuzzy PSS with T2FLL 
SSSC controller is implemented and which employed the 
iGOA technique to find out the optimal controller parameters. 
The tuning controller parameters for the iGOA technique are 
obtained as in Table 3 which is same same procedure as in 
previous analysis. It can be seen that the ITAE value 
3.8325x10-4 further reduces in Type-2 fuzzy PSS with T2FLL 
controller as compared to the convetional PSS with LL 
controller of the same power system model. The J value is 
consequently 23.56% decreases with Type-2 fuzzy PSS with 
T2FLL than with the PSS with LL controller of the power 
system. 
 The effectiveness of Type-2 fuzzy PSS with T2FLL based 
SSSC controller is investigated under diffrent cases of 

loading condition and location of fault in the SMIB power 
system.  

 
Fig. 6.The comparison characteristics of Δω among the GA, PSO, GOA 
and iGOA tuned Lead lag controller  
 
 Case-I: Severe disturbance Nominal loads (Pe=0.8 p.u. 
δ0=48.500)  
 In Case-1 under nominal loading (Pe=0.8 p.u. δ0=48.50) 
is considered for initial testing process of the system. In the 
middle of one of the parallel lines, a 3-phase fault was 
imposed for 5 cycles. This disturbance is clear by opening the 
transmission line for five cycles. The different system 
responses of LL and T2FLL, both of which are tuned by 
iGOA, are shown in Figure 7(a)-(e). The legend ‘No Control’ 
is also shown in Figure 7(a)-(e) for comparison purposes. The 
deviation of rotor speed (Δω) in per unit, power angle (δ) in 
degrees and the tie line real power (PL) in MW are shown in 
Figure 7(a)-(c) respectively. The output voltage of SSSC (Vq) 
and PSS(Vs) in p.u. are shown in Figure 7(d)-(e) respectively. 
It is demonstrated under the Case-1 of nominal loading 
condition of the sysnchronus generator with T2FLL based 
SSSC controller and compared to LL based SSSC damping 
controller of the same power system.  
 

 
Table 2. Tunning parameters of PSS with LL based SSSC controller in SMIB 

Strategy Devices K T1 T2 T3 T4 J value x 10-4 
GA SSSC 24.6047 0.4022 0.4359 0.6386 0.9258 26.3557 

PSS 22.5437 0.2833 0.6973 0.9579 0.9848 
PSO SSSC 34.6061 0.7521 0.7639 0.7631 0.6199 8.0246 

PSS 11.2777 0.6793 0.9600 0.2976 0.2349 
GOA SSSC 25.3571 0.6431 0.1992 0.6320 0.8249 7.8049 

PSS 20.7813 0.4482 0.2464 0.0410 0.5352 
iGOA SSSC 64.7147 0.5838 0.7666 1.1562 0.9377 5.0143 

PSS 15.0296 0.2526 1.7872 1.3757 1.6760 
 
Table 3. IGOA tuned T2FLL based PSS with SSSC controller in SMIB 

Controller/PSS KSF1 KSF2 K T1 T2 T3 T4 J value x 10-4 

SSSC controller 0.2008 0.0044 91.1917 1.8559 1.2631 0.6612 0.4737 3.8325 
PSS 0.7972 0.0064 10.3531 0.0498 1.4952 0.0009 1.5993 

 
(a) 

 
(b) 
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(c) 

 
(d) 

       
(e) 

Fig. 7. System outcomes of SMIB for Case 1, (a) Δω, (b) Δδ, (c) PL, (d) 
SSSC output and (e) PSS output 
 
 It is clear from the Figures that suggested T2FLL based 
SSSC damping controller outperformed as compared to LL 
based SSSC controller in terms of damping capability in the 
same power system. 
 
Case 2: Small Disturbance (Pe=1 p.u. δ0=48.40) 
 In Case 2, the effectiveness of stability analysis of the 
power system can be tested in same T2LL controller under 
small disturbance conditions with heavy loading condition is 
considered. In this Case-2, the load is removed from bus 1 for 
50 ms at t = 0 sec of the proposed power system. The system 
responses for speed deviation, power angle and line active 
power are shown in Figure 8(a) to 8(c). The system responses 
shows that under no control the system is higly unstable. It is 
demonstrated under this condtion and it is observed from the 
figures that the type-2 fuzzy PSS with T2FLL controller 
successfully suppressed the system oscillations under small 
disturbance condition of system. The proposed Type-2 fuzzy 
PSS with T2FLL based controller also offers a superior 
transient response as compared to PSS with LL based 
controller of the same system 
 
Case 3: A new fault location and modified loading conditions 
(Pe=0.5 p.u., δ0 =38.20) 

 The effectiveness and robustness of the controller is 
further checked under various fault and loading condtion. In 
Case-3, it is taken as light loading of the synchronous 
generator of the system and a 3-phase self-clearing fault is 
applied at bus 1 for 5 cycles. In this condition, the transient 
responses are obtained for Δω in p.u., δ in degree and PL in 
MW which are as shown in Figure 9 (a)-(c). It is demonstrated 
under this Case-3 and it is observed from the demonstration 
that the damping of oscillation quickly damped out in Type-2 
fuzzy PSS with T2FLL controller as compared to PSS with 
LL controller and no controller of the same power system. 
The improvement of transient stability performances for the 
three cases which are reflected in the Table-4. It is clear from 
the Table-4 that for different cases (Case-1, Case-2, Case-3) 
the Type-2 fuzzy PSS with T2FLL controller obtained least 
performances indexes as compared to PSS with LL and no 
controllers of the power system. 
 

 
(a) 

 
(b) 

 
(c) 

Fig. 8. Various outcomes of SMIB for Case 2 (a) Δω, (b) Δδ, (c) PL 
 
 The improvement of transient performances in term of 
error of ISE, ITSE, ITAE, IAE and overshoots and 
undershoots in no control, LL and T2FLL controller of the 
same power sytem for the three cases which are reflected in 
the Table-4. It is clear from the Table-4 that for different cases 
(Case-1, Case-2, Case-3) that the Type-2 fuzzy PSS with 
T2FLL based SSSC damping controller obtained least 
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performances indexes as compared to LL based SSSC 
controller and no controllers of same the power system. 

 
(a) 

 
(b) Δδ 

 
(c) 

Fig. 9. Various outcomes of SMIB of Case 3, (a) Δω, (b) Δδ, (c) PL 

 
 

5.2 Extension to Multi Machine System (MMPS)  
A MATLAB/SIMULINK environment is used to create the 
MMPS by taking the parameters as per the reference [33]. The 
simulation model of MMPS as shown in Fig.10. The detailed 
Fig.11 provides the specific simulation model of Area 1 and 
similar simulation model is developed for Area 2. The 
installation of FACTS devices in transmission line of power 
systems has significantly better in series FACTS controller. 
The sensitivity analysis may be used to choose the ideal 
position for SSSC in large power system depending on the 
goal that has to be achieved. To improve the stability of the 
power system, the SSSC is introduced in buses 1 and 2 as seen 
in MMPS. The suggested T2FLL controller is designed which 
employed similar method to that utilized in the SMIB 
scenario. The objective function for a system with multi 
machines system is defined by equation (14). The Tables 5 
and 6 contain the optimized values for the PSS’s with LL 
based SSSC controller and the PSS’s with T2FLL based 
SSSC controller respectively 

 
Fig. 10. The Multi-Machine two-area system developed by Kundur in 
SIMULLINK 
 

 
Table 4. Perforamce Indexing values under diffrent cases in SMIB power system 
Cases 

 
Controller 

 
ISE 

(x10-6) 
ITAE 
(x10-4) 

ITSE 
(x10-3) 

IAE 
(x10-6) 

Overshoots  
in Δω (x10-3) 

Undershoots 
in Δω (x10-3) 

Case 1  NC 32.2141 674.412 15.5684 114.9081 4.2709 -4.4916 
LL 3.6605 5.0143 1.4587 0.9287 4.0971 -3.2552 

T2FLL 2.8429 3.8325 1.2171 0.6082 4.0952 -2.3409 
Case 2 NC 0.6001 100.0263 2.1803 2.5053 0.4346 -0.4286 

LL 0.0277 0.33401 0.1155 0.0053 0.4708 -0.2458 
T2FLL 0.0212 0.30437 0.1013 0.0037 0.4346 -0.1606 

Case 3 NC 6.2824 126.3493 5.1473 9.3606 2.6901 -2.3547 
LL 0.8127 2.7305 0.7173 0.2001 2.5348 -1.5822 

T2FLL 0.7928   2.7011 0.7085 0.0177 2.6906 -1.3216 

 
Fig. 11. SIMULLINK model of area one of Kundur's multi-machine 4-
area system 
 
 
Case 1: Three-phase fault disturbance 
The controller's performance is initially examined under large 
fault condition of the proposed multi machine power system.  
At time t=0 seconds, it is considered that one of the parallel 

transmission lines suffers a self-clearing 3-phase fault for 5-
cycle in the middle of line. The system is demonstrated under 
this condition and it observed that the Figure 12(a)-(b) shows 
that the local oscillations mode (Δω12) and inter area 
oscillations mode (Δω23) respectively of the proposed power 
system. It is observed from the Figure 12(a)-(b) that without 
control system is highly unstable the system and stability of 
the sytem is maintained both LL and T2FLL based SSSC 
daming controller of the power system. However, in Figure 
12(a)-(b) shows that in Type-2 fuzzy PSS with T2FLL based 
SSSC controller the system improves damping performances 
in term of less overshoot and undershoots are obtained as 
compared to PSS with LL controller of the same power 
system 
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(a) 

 
(b) 

Fig. 12. (a) Case-1. Local oscillation mode of MMPS (b)Case-1 Interarea 
oscillation mode of MMPS. 
 
Case 2: Disturbance due to a line outage     
In the Case-2, one of the parallel lines is opened for at time 
t=0 sec. and closed again after 8 cycles of the power system. 
It is tested under this condtion and found that sytem 
response of the local oscillation mode (Δω12) and interarea 
mode of oscillation (Δω23) of MMPS are depicted in Figure 
13(a) and 13(b) respectively. From the Figure 13(a) and 

13(b), it is clear that the system responses is highly unstable 
under no control and responses are obtained with Type-2 
fuzzy PSS with T2FLL controllers gives better transient 
performances as compared to PSS with LL controllers of 
same system. 
 

 
(a) 

 
(b) 

Fig. 13. (a). Case-II.  Local oscillation mode of MMPS and (b). Case-
II.  Interarea oscillation mode of MMPS 

 
Table 5. iGOA optimized constraints of PSS with LL based SSSC controller in MMPS. 

Controller/PSS  K T1 T2 T3 T4 
SSSC  80.5568 0.0240 0.0113 3.5894 2.7427 
PSS1 22.8813 0.0833 0.0245 2.9337 3.4555 
PSS2 19.6771 0.0769 0.0477 4.3201 4.1138 
PSS3 23.8818 0.0354 0.0084 1.5122 2.4424 
PSS4 23.7704 0.0501 0.0417 1.4203 4.7301 

 
Table 6. The iGOA Optimized Constraints of T2FLL Based  PSS and SSSC for MMPS. 

Controller KSF1 KSF2 K T1 T2 T3 T4 
SSSC 0.0084 0.0103 17.3554 0.0596 0.0022 1.3621 1.0884 
PSS1 0.4353 0.0055 40.5297 0.0056 0.0018 1.4027 1.6215 
PSS2 1.2772 0.0594 10.0684 0.0535 0.0037 1.2616 0.6086 
PSS3 0.1186 0.0114 28.0181 0.0717 0.0057 0.9004 1.0935 
PSS4 1.2809 0.1651 9.2040 0.0077 0.0026 1.3525 1.0942 

Case 3: Small disturbance 
In this case the reference voltage of machine-1(M1) is 
amplified by 5% for 12 cycle. The simulated results for the 
local mode of oscillation and the interarea mode of 
oscillation are shown in Figure 14(a) and 14 (b) 
respectively. The system responses are obtained in PSS 
with LL and Type-2 fuzzy PSS with T2FLL controllers both 
maintain a stable operation of the system. The Figure 14 
however shows that response of Type-2 fuzzy PSS with 
T2FLL controller gives significantly better damping of low 
frequency oscillation as compated to the PSS with LL 
controller of the same system. 
 

 
(a) 
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(b) 

Fig. 14. (a) Case-3:Local oscillation mode of MMPS (b). Case-3: 
Interarea oscillation mode of MMPS 
 
 
 The Table 7 provides a summary of the outcomes of the 
optimal solution for MMPS in the above conditions are 
obtained. The Table-7 illustrates that the T2FLL controller 
consistently produces lower ITAE values than the LL 
controller under the three cases. 
 
Table 7. ITAE value of T2FLL controller in MMPS under 
different Cases 

Cases/ 
Controller 

Case-1 
(x10-3) 

Case-2  
(x10-3) 

Case-3  
(x 10-3) 

NC 20349.8596 212460.9904 21041.0975 
LL 33.5527 43.9984 39.1874 

T2FLL 9.1413 11.1401 10.4856 
 
 
6. Conclusion  
 
In this analysis of proposed work, it is possible to improve the 
system’s stability by using a Type-2 fuzzy PSS with T2FLL 

based SSSC damping controller. An improved grass hopper 
algorithm (iGOA) approach is used to tune the coordinate 
control of PSS and LL based SSSC controller of the SMIB 
system. The design superiority of iGOA optimised based PSS 
with LL controller over GOA, PSO, and GA optimized 
control of the same power system is first proved. It is found 
that iGOA reduces the ITAE value in PSS with LL controllers 
by 80.97%, 37.51%, and 35.75%, respectively as compared 
to GA, PSO, and GOA optimized same controller with same 
SMIB power system. In the second part of analysis, the design 
of a Type-2 fuzzy PSS with T2FLLbased SSSC controller is 
applied to SMIB power system.  It is obtained that ITAE 
value reduced by 23.56% as compared to conventional PSS 
with LL controller of the same system. It is demonstrated 
under different loading and location of fault of the power 
system. It is observed that enhancement of the damping of the 
system shows better in Type-2 fuzzy PSS with T2FLL 
controller as compared to PSS with LL controller of the same 
the system. Finally, the effectiveness and robustness of the 
proposed damping controller is investigated in case of MMPS 
for transient stability enhancement. The comparison between 
various responses under different disturbance scenarios have 
been considered in MMPS. The demonstration of power 
system models observed that the Type-2 fuzzy PSS with 
T2FLL based SSSC damping controller perform superior 
damping control as compared to conventional PSS with LL 
based SSSC damping controller for power system stability 
improvement. 
 
This is an Open Access article distributed under the terms of 
the Creative Commons Attribution License.  
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