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Abstract 
 

A traditional servo system regards the coupling of the motor and load as a rigid connection, it ignores the influence of 
system flexibility, and thus it hardly meets the requirements of high-precision industrial production. In order to improve 
the resonance problem caused by flexible coupling in flexible linkage servo systems, this study proposed an event-
triggered proportional-integral control for flexible linkage servo system using genetic algorithm. First, a dynamic model 
of flexible linkage servo system was established, and the system parameters were identified using a multi-innovation 
stochastic gradient (MISG) algorithm. Second, a genetic algorithm optimized proportional-integral controller with an 
event-triggered (ET-GA-PI) mechanism was designed, and the genetic algorithm was introduced to optimize the control 
parameters. Moreover, an event-triggered mechanism with a fixed threshold was adopted to control the update times of 
the controller. Finally, the simulation experiment was compared with traditional control methods, such as pole placement 
proportional-integral control, second-order system engineering design proportional-integral control, and multiple-
capacity process proportional-integral control. Furthermore, the effectiveness of the control method was verified. Results 
demonstrate that, the MISG identification algorithm combined with the current and historical speed input and output 
information of the flexible linkage servo system effectively improves the accuracy of parameter identification (5.8 times 
higher than the traditional stochastic gradient identification, and the quantization error is reduced by 21.6 times) and the 
speed of convergence (21.6 times higher than the traditional stochastic gradient identification). The update times of the 
proposed ET-GA-PI controller are 1/20 of those of the traditional genetic algorithm proportional-integral control, and the 
overshoot is only 0.1731%. Compared with traditional control, the proposed ET-GA-PI controller needs less 
communication resources to meet the needs of complex network control systems. The proposed method has practical 
implications on meeting the requirements of flexible servo systems in high-precision robots and computerized numerical 
control machine tools and other engineering applications. 
 
Keywords: Event-triggered control, Flexible linkage servo system; Genetic algorithm PI, Multi-innovation parameter identification 
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1. Introduction  
 
As a control system of industrial production equipment, a 
servo control system can be widely used in robots, laser 
processing, automation equipment, and various military 
weapons with certain positioning accuracy, position tracking, 
and fast tracking speed. With the rapid development of 
modern industrial technology, the proposed requirements for 
servo systems have been increasing, and the study and 
development of high-performance servo systems have 
become the focus of colleagues at home and abroad. 
Conventional direct drive servo systems often treat the 
motor coupling and output shaft as rigid connections, 
ignoring the influence of rigid deformation on the system 
during transmission and thus only meeting the requirements 
of low precision. Zhou et al. [1] proposed a rigid 
compensation method for weakly rigid servo control systems 
with certain adaptive capabilities, which to a certain extent 
reduced the pseudo vibration caused by the insufficient 
rigidity of weakly rigid machine tools. 

To meet the requirements of high performance and high 
precision in specific occasions, researchers have investigated 
flexible servo systems, which have advantages of high 

performance, high precision, and versatility [2-3]. These 
systems are applied in industrial heavy-duty flexible robots, 
solar panels on spacecraft, flexible continuum manipulators, 
flexible antennas, numerical control machine tools, and 
flexible manipulators moving in space. Studies on related 
technologies of flexible servo systems have made great 
progress [4-6]. However, many factors are involved in 
flexible coupling, thus bringing great challenges to research 
on the control and identification of flexible servo systems. 

On the basis of the above analysis, scholars have 
conducted extensive studies on high-precision direct-drive 
servo systems with flexible connections [7-8]. However, the 
problem of low precision of flexible coupling in the actual 
control of flexible linkage servo systems remains. At the 
same time, with the increasing size of the control system, the 
competition of communication resources among nodes in the 
system is becoming fiercer. How to reduce the waste of 
communication resources in the control system, overcome 
the limitation of communication bandwidth, and realize 
efficient network control has become a hot problem to be 
solved urgently. Therefore, how to identify and control the 
model parameters of flexible linkage servo systems 
accurately, reduce the communication resources of the 
networked control system, and realize the resonance 
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suppression of flexible linkage servo systems has important 
engineering implications. 

Therefore, the system parameters are identified using a 
multi-innovation stochastic gradient (MISG) algorithm, and  
an event-triggered proportional-integral control for flexible 
linkage servo system is designed by using genetic algorithm. 
The genetic algorithm (GA) is introduced to optimize the 
control parameters, and the event-triggered (ET) mechanism 
with fixed threshold is employed to control the update times 
of the controller. Consequently, problems, such as the 
resonance caused by flexible coupling and the frequent 
update of the controller, are solved, and reference for the 
application, development, and optimization of flexible 
linkage servo systems is provided. 
 
 
2. State of the art  
 
Flexible linkage servo systems [9] consider the flexible 
connection between the motor and the load, making the 
system model accurate (compared with the rigid treatment). 
However, the resonance problem of flexible coupling brings 
challenges to the modeling and control of the system. With 
the recent improvement of product performance 
requirements, the requirements of servo drive systems are 
also increasing. System parameters with improved accuracy 
are obtained by employing various identification methods to 
identify system parameters, such as stochastic gradient (SG) 
algorithm [10], stochastic gradient identification algorithm 
with forgetting factor (FSG), least squares (LS) algorithm 
[11], and GA [12–13]. Perera et al. [14] combined SG with 
self-adaptation to estimate the gain matrix of adaptive 
parameters of motor, but the identification process only used 
the information of the current moment. Wei et al. [15] 
studied the feedback nonlinear controlled autoregressive 
system with SG and FSG but did not use the information 
before and after the identification time. Chen et al. [16] 
studied and analyzed the parameter identification of single 
inertia systems by using the LS method and Hopfield neural 
network algorithm through simulation experiments, but the 
calculation load was large and the identification process was 
complicated. Shi et al. [17] proposed a new gradient 
algorithm using multiple gradients, which accelerated the 
convergence speed of the method by using SW (strong wolfe) 
condition, but the identification accuracy must be improved 
further. Yuan et al. [18] proposed an H ∞ filtering algorithm 
with dynamic forgetting factor to identify the motor 
resistance and inductance online and introduced the dynamic 
forgetting factor into the weighted combination of the initial 
and current measurement noise covariance matrices, thus 
eliminating the identification problems caused by different 
initial values. However, the identification accuracy and 
convergence speed must be improved further. 

Many servo system controls, such as proportion 
integration differentiation (PID) control [19], adaptive 
control [20], predictive control [21], and sliding mode 
variable structure control [22], are related to rigid 
connections. Omar Othman et al. [23] proposed a PID-based 
adaptive controller for optimizing model reference fractional 
order, which improved the reliability of AVR (automatic 
voltage regulator), but did not consider the uncertainty of the 
nonlinear model and system model parameters. Reza et al. 
[24] studied the handling and stability of all-wheel drive 
vehicles with priority model predictive control but did not 
conduct an in-depth study of the braking stability controller. 
To meet the high control and motion accuracy requirements 

of the servo system, Lian et al. [25] adopted an improved 
adaptive inverse method to analyze the control of the 
multistage electromechanical servo system, which had good 
robustness. 

A few studies on the servo system of flexible joints 
mainly focus on PID control, pole placement [26], state 
feedback control [27], and active disturbance rejection 
control [28]. The core of PID control is that the tuning of 
controller parameters needs several tedious optimization 
simulation experiments, and the parameter selection is more 
complicated. Su et al. [29] combined the multicapacity 
process with PID to overcome the limitation of order and 
type of PID control system and realize the temperature 
control of the system, but the proposed method could not 
achieve good control effect for systems with complex 
coupling. Shang et al. [30] adopted the control method of 
combining pole placement strategy with RBF neural 
network, which reduced the fluctuation of the rotation angle 
of the flexible manipulator. However, the resonance problem 
between the flexible manipulator and the end effector was 
not well solved. To overcome the rigid body modal 
dynamics and realize the control of a single flexible linkage 
robot, Peza-Solis et al. [31] adopted the sliding mode control 
method to ensure the tracking of flexible state trajectories at 
the joint level. 

In recent years, GA, particle swarm optimization, and 
neural networks have been employed to optimize PID 
control parameters. Dasari et al. [32] designed a GA-
adaptive neuro fuzzy inference system-tuned PID controller, 
which effectively reduced the effect of sudden speed change 
and inertia phase change of brushless direct current motor. 
Hua et al. [33] used the response surface method and particle 
swarm optimization algorithm to improve the torque and 
suspension performance of the built-in bearing less 
permanent magnet synchronous motor. Li et al. [34] 
designed a direct torque control strategy of active 
disturbance rejection controller for a permanent magnet 
synchronous motor, which improved the problems of torque, 
flux ripple, and speed overshoot. To achieve precise 
positioning of magnetic coupled rodless cylinders, Zhang et 
al. [35] conducted an experimental study on the PID control 
method of RBF neural networks for magnetic coupled 
rodless cylinders. These control methods all adopt the 
traditional time-triggered control strategy, thus causing 
problems, such as frequent updating of controllers, waste of 
resources, and increase in the burden on controllers. Thus, 
more flexible and intelligent control strategies must be 
introduced. 

With the rapid development of networked 
communication technology, an increasing number of control 
systems have evolved into networked control systems based 
on shared communication networks. The communication 
among sensors, controllers, and actuators in networked 
control systems is realized through digital communication 
networks. With the increasing size of the control system, the 
competition of communication resources among nodes in the 
system is becoming fiercer. How to reduce the waste of 
communication resources in the control system and 
overcome the limitation of communication bandwidth has 
become an urgent problem for network control technology. 
Aiming at the problems of network-induced delay and 
packet loss in networked control systems, Ndefo et al. [36–
37] proposed gain scheduling PID control method and 
predictive control to solve the performance degradation 
related to NCS, but the problem of communication 
congestion remains. 
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The introduction of the ET strategy can overcome the 
shortcomings of periodic sampling mode and effectively 
solve the problem of network congestion [38]. ET control 
dynamically adjusts the update frequency of the controller 
based on the state or output of the system to realize the 
optimal utilization of system resources. Masroor et al. [39–
40] combined the leader–follower consensus algorithm of 
multiagent systems with a centralized ET mechanism to 
realize the speed synchronization of network-coupled 
multimotors. Shanmugam et al. [41] proposed the stability 
problem of permanent magnet synchronous motor ET based 
on a neural network control system, which was not a 
sampling data controller (whether it was needed or not, 
sampling started at a fixed rate), avoiding unnecessary 
details in the transmission process to reduce computational 
complexity. Prakash et al. [42] proposed the ET fuzzy 
integral sliding mode control-based observer for nonlinear 
chaotic permanent magnet synchronous generators, which 
considered the network-induced communication constraints, 
and then weakened the corresponding stability problem in 
the sense of H∞ control performance. Song et al. [43] 
proposed a periodic ET control method based on GA 
optimization extended state observer, which solved the 
speed regulation problem of networked permanent magnet 
synchronous motor (PMSM) systems with limited 
communication bandwidth. At present, no study results on 
ET control of flexible linkage servo systems have been 
found. 

The above studies mainly focused on the identification 
methods and control methods of model parameters in 
different fields of servo systems. On the one hand, the above 
algorithm only used the input and output information at the 
current moment to identify the system model parameters, 
and the identification accuracy and convergence speed must 
be further improved. On the other hand, studies on the 
control of flexible servo system, especially the systematic 
related study on the combination of parameter identification, 
control, and ET, were few. In this study, the ET mechanism 
is introduced into the proportional-integral (PI) control 
optimized by GA, and the genetic algorithm proportional-
integral (GA-PI) speed control of flexible linkage servo 
systems based on ET is proposed. On the basis of the 
characteristics of flexible linkage servo systems, the multi-
innovation identification of model parameters is realized by 
using the historical input and output speed information of 
the system [44–45]. The GA is employed to optimize the 
proportional–integral gain of PI control. To prevent 
excessive control energy and overshoot, the square term of 
control input and penalty function are introduced into the 
objective function of PI control optimized by GA to ensure 
that the system speed has less overshoot. With the increment 
of GA-PI speed controller taken as a variable, a decision on 
whether to update the output of the controller and the 
communication with the actuator is made by judging 
whether the increment error reaches the trigger threshold to 
save communication resources and realize the high-
performance control of the system. The simulation and 
comparative analysis are conducted on the above traditional 
control methods, providing a basis for the optimization of 
flexible linkage servo systems. 

The remainder of this study is organized as follows: 
Section 3 describes the characteristics and mathematical 
model of the flexible linkage servo system, identifies the 
system model parameters, and introduces the GA and ET 
mechanism in the speed PI control strategy. Section 4 
analyzes the superiority and effectiveness of system model 

parameter identification and a genetic algorithm optimized 
proportional-integral controller with an event-triggered (ET-
GA-PI) control through simulation experiments. Section 5 
summarizes the conclusions. The MISG identification 
algorithm improves the accuracy of parameter identification 
of flexible linkage and is beneficial to the precise control of 
subsequent systems. The flexible linkage servo system 
controlled by ET effectively reduces the update times of the 
controller, reduces the operating burden of the controller, 
saves resources, effectively improves the disadvantages of 
the traditional time-triggered control method, and meets the 
needs of high-precision networked control. 
 
 
3. Methodology 
 
3.1 Mathematical model and resonance analysis of a 
flexible linkage servo system 
A typical flexible linkage servo system model [9] is shown 
in Fig. 1. In the coordinate system, is the 
deflection of the flexible load at . In the  
coordinate system,  is the rotation angle of the servo 
system.  is the output torque of the servo system motor. 
 

 
Fig. 1. Model of a flexible linkage servo drive system 
 

When the system undergoes large-scale motion, the 
lateral bending vibration of the flexible beam is evident, and 
the longitudinal vibration is relatively negligible. When only 
considering the first mode, the dynamic model of the 
flexible linkage servo system can be expressed as 

 

,            (1) 

 
where  is the vibration modal damping coefficient, 

is the output torque of the servo system motor, 

 is the moment of inertia of the flexible linkage,  is 
the modal coupling coefficient,  is the resonant 
frequency matrix, is the first-order modal coordinate, 

 is the angular velocity of the shaft, and 

the corresponding acceleration is . The 
main parameters of the system are shown in Table 1 [46]. 
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Table 1. Main parameters of a flexible linkage servo system 
Parameter Numerical value 
Motor pole logarithm p 4 
Damping coefficient ξ 0.005 
Permanent magnet flux Ψr/Wb 0.25 
q-axis inductance Lq/mH 1.92 
Armature resistance Rs/Ω 0.605 
Modal frequency Ω/Hz 66 

Moment of inertia of flexible load /( ) 0.0139 
Coupling coefficient Fa of rotation and flexibility 
of high-precision instrument 0.1111 

 
In Eq. (1), the transfer function of the system can be 

obtained as follows: 
 

.      (2) 

 
The flexible linkage system [46] is directly driven by the 

hidden pole permanent magnet synchronous motor, and the 
open-loop transfer function of the speed loop of the flexible 
linkage servo system is obtained as follows: 

 

.   (3) 

 
The system speed loop control model is shown in Fig. 2. 

 

 
Fig. 2. Control system model 

 
In the flexible linkage servo system, flexibility has a 

great influence on the speed loop. Fig. 3 shows the open-
loop Bode diagram of the speed loop under flexible load. 
Fig. 3 shows that the resonant frequency of the flexible load 
is close to the bandwidth of the speed loop. Thus, the speed 
loop is greatly influenced by the flexible load. Similarly, the 
influence of flexible load on speed loop is reflected in the 
function of flexibility, which causes the frequency 
characteristic curve of the speed loop to decay at the 
oscillation frequency of flexible load. 

 
3.2 Model parameter identification 
The model parameters ( , , , and ) of the flexible 
linkage servo system are identified. The system 
discretization model is as follows:  
 

.      (4) 

 
The parameter vectors are defined as follows: 
 

.    (5) 

 
The innovation vectors are defined as follows: 
 

.         (6) 

 

 
Fig. 3. Open-loop Bode diagram of the speed loop 
 

Then, the system model can be transformed into 
 

.                     (7) 
 
Noise (assuming zero mean random noise) inevitably 

affects the system output measurement. Thus, the system 
identification model considering noise can be expressed as 

 
.               (8) 

 
The MISG identification method introduces innovation 

length p, which maximizes the current system speed to 
identify innovation and past innovation, and improves the 
convergence speed and identification accuracy of 
parameters. The identification process is shown in Fig. 4, 
and the parameter updating process is as follows: 

 

,         (9) 

 
where is the selected large positive 

number, and  is the convergence factor. The 
multi-innovation gradient criterion function takes 
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Fig. 4. Flowchart of MISG identification for the model parameters of a 
flexible linkage servo system. 

 
3.3 PI control of ET speed loop for a flexible linkage 
servo system 
 
3.3.1 GA-PI control 
GA is used to simulate the phenomena of reproduction, 
crossover, and gene mutation in the process of natural 
selection and natural inheritance. In each iteration, a group 
of candidate solutions are reserved, and better individuals 
are selected from the candidate solution groups according to 
the study optimization index. Then, these individuals are 
combined by genetic operators (selection, crossover and 
mutation) to generate a new generation of candidate solution 
groups, and this process is repeated until the study 
convergence index is met. GA-PI control method optimizes 
PI parameters through multiple iterations and gradually 
approaches the optimal solution. The  and  
parameters of the PI controller are taken as the optimization 
variables of GA, and the optimal parameter combination is 
found through iterative optimization to achieve the optimal 
performance index of the system. 

The expression of discrete PI controller is as follows: 
 

,                  (11) 

 
where Kp and Ki are parameters of the PI controller, T is the 
sampling period, and  is the sampling sequence number, 

. 
The speed tracking error is defined as follows: 

 
.                          (12) 

 
The discretization model of the system speed loop is as 

follows: 
 

,         (13) 

 

where  indicates the system speed error,  and 
indicates the expected speed and actual output speed in 

the process of system control.  
GA is employed to optimize the parameters ,  of 

the PI controller. The absolute value time integration 
performance index is introduced as the minimum objective 
function of parameter selection to obtain satisfactory speed 
dynamic characteristics. The square term of control input is 
added to the objective function to prevent the control energy 
from being too large. The optimal index is expressed as 

 

.          (14) 

 
The penalty function is adopted to avoid overshoot. If 

overshoot occurs, the overshoot is regarded as one of the 
optimal indicators. At this time, the optimal indicators are as 
follows: 

 

  (15) 

 
where  is the output of the controller,  is the 

rising time, , , , and  are the weights, 
, and ,  is the 

change of the output speed of the system, and  is the 
maximum number of iterations.  
 
3.3.2 ET mechanism 
According to the error between the current moment and the 
next moment of the controller as the ET condition, the 
controller updates the data information only when the trigger 
condition is met, which can effectively reduce the waste of 
computing resources, reduce the update frequency of the 
controller, and lighten the burden of the actuator. When the 
system state does not meet the ET condition, the controller 
keeps the signal value generated at the latest ET. The ET 
strategy is designed as follows: 
 

,            (16) 

 
where , , is a positive constant,  

 is a positive ET threshold, and  is the controller 

error. 
By combining GA-PI control with ET mechanism, the 

speed of a flexible linkage servo system is controlled, and its 
control structure is shown in Fig. 5. In this system, the 
parameters  and of the PI controller are iteratively 
optimized by GA, and the optimal parameter combination is 
found. In accordance with the ET mechanism, the control 
signal is transmitted to the flexible linkage servo system to 
achieve the optimal performance index of the system 
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Fig. 5.  ET GA-PI control strategy diagram 
 
4. Result analysis and discussion 
 
The effectiveness of the proposed method is verified by 
analyzing the parameter identification and control effect. 

With model parameters brought into the system (Eq. 
[4]), they can be expressed as follows: 

 

.       (17) 

 
4.1 System model parameter identification 
The linear regression vector model of the system model (Eq. 
[17]) can be expressed as 

 

 
         (18) 

 
 

where is the innovation vector, is the parameter 
vector, and the nominal value of the corresponding 
parameter vector is 

. 
Traditional SG and MISG algorithms are employed to 

identify the parameters of the flexible linkage in the system. 
Tables 2 and 3 show the model parameter values, true 
values, and quantization errors of SG and MISG 
identification, respectively. 

According to the simulation data in Tables 2 and 3, the 
following conclusions can be drawn: (1) MISG 

identification has high identification accuracy (measured by 
parameter quantization error ). When 

, the parameter quantization error of the SG 
algorithm is , but the quantization error of 
the MISG algorithm decreased considerably with the 
increase in multi-innovation length p. When , , 
and , the identification accuracy (measured by 
quantization error) increased by 2.9 times 
( ), 9.7 times ( ), and 26.6 
times ( ), respectively, in comparison with 
those of the SG. (2) MISG identification has faster 
convergence speed than SG. When , the SG 
algorithm ( ) is adopted under the same 
parameter  (its nominal value is 0.61994), while the 
MISG algorithm is adopted, when , , and 

, the values of  are 0.39227, 0.57723, and 0.64229, 
respectively. The introduction of multiple innovation length 
p can accelerate the convergence speed of system 
parameters, and the convergence speed increases with the 
increase in innovation length (21.6 times higher than that of 
the traditional SG algorithm).  

Figs. 6, 7, and 8 are the model parameter estimation 
error curves and quantization error curves of the two 
methods. In Figs. 6 and 7, M2, M3, and M4 respectively 
represent the MISG identification of the system model 
parameters when , , and . 
 

 
Table 2. SG parameter estimation and error of flexible linkage 

        
100 −0.819 1.782 −0.575 −0.269 −0.423 0.647 60.401 
200 −1.039 1.900 −0.620 −0.160 −0.482 0.685 54.251 
500 −1.319 2.018 −0.643 −0.064 −0.578 0.693 47.024 
1000 −1.485 2.111 −0.683 0.015 −0.651 0.677 42.122 
3000 −1.726 2.244 −0.728 0.110 −0.741 0.659 35.356 
5000 −1.823 2.306 −0.753 0.150 −0.778 0.653 32.513 
True value −2.957 2.951 −0.994 0.620 −1.237 0.620 0 
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Table 3. Estimation and error of MISG parameters of flexible linkage 
         

2 

100 −1.32868 2.62823 −1.09911 −0.08601 −1.10880 0.78922 39.94756 
200 −1.65940 2.69257 −1.10465 0.05885 −1.10120 0.81139 32.06412 
500 −2.02086 2.72437 −1.03965 0.19541 −1.12953 0.78218 23.52252 
1000 −2.20230 2.77245 −1.03332 0.28903 −1.15235 0.74380 18.82128 
3000 −2.43109 2.82194 −1.01480 0.39227 −1.17209 0.69810 13.09365 
5000 −2.50906 2.84355 −1.01382 0.42564 −1.18003 0.68349 11.14053 

3 

100 −2.01225 2.89814 −1.23943 0.33114 −1.05077 0.66728 22.77045 
200 −2.26325 2.92150 −1.19052 0.41640 −1.08506 0.69468 16.87294 
500 −2.53789 2.91000 −1.08088 0.48711 −1.12881 0.68648 10.26179 
1000 −2.65261 2.92715 −1.05524 0.53356 −1.16532 0.66033 7.31589 
3000 −2.77902 2.93348 −1.02515 0.57723 −1.19298 0.63947 4.22238 
5000 −2.81576 2.93682 −1.01976 0.58455 −1.20081 0.63387 3.36405 

4 

100 −2.46528 2.98216 −1.35579 0.70106 −0.97073 0.71814 14.89831 
200 −2.59649 2.98428 −1.22518 0.67066 −1.07162 0.70445 10.32959 
500 −2.77571 2.95999 −1.08292 0.64492 −1.13044 0.68297 5.22726 
1000 −2.83701 2.96539 −1.04755 0.64535 −1.17701 0.65106 3.30059 
3000 −2.89749 2.95501 −1.01664 0.64229 −1.20763 0.63336 1.63827 
5000 −2.91193 2.95224 −1.01185 0.63321 −1.21389 0.62894 1.22356 

 True value −2.95670 2.95090 −0.99427 0.61994 −1.23680 0.61953 0 
 

 
(a)                                                    (b) 

Fig. 6.  Error curve of parameter (b) estimation of flexible linkage 
 

Figs. 6, 7 and 8 show the following conclusions: (1) 
Compared with that of the traditional SG identification, the 
parameter estimation error of MISG identification ( ) is 
smaller, and the parameter identification accuracy is higher. 
(2) With the increase in the length of multiple innovations, 
the accuracy and convergence speed of system parameter 
identification are remarkably improved. For the same 
number of iterations ( ), Fig. 8 intuitively reflects 
this change law, that is, the larger the length of multiple 
innovations, the closer the quantization error curve is to the 
horizontal axis. 

In addition, the forgetting factors 
( ,respectively) were introduced into the 
SG algorithm to identify the model parameters of the 
flexible linkage servo system, and compared with the MISG 
algorithm ( , and ) and the stochastic gradient 
algorithm ( , and ). The quantization error 
curve is shown in Fig. 9. 

 

 
Fig. 7. Error curve of parameter (a) estimation of flexible linkage 
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Fig. 8. Quantization error curve of the parameter estimation of flexible 
linkage 

 

 
Fig. 9. Quantization error curve of parameter estimation with forgetting 
factor in flexible linkage 

 
Fig. 9 shows the following conclusions: (1) With the 

introduction of forgetting factor (  gradually decreases 
from 1 to 0.95), the quantization error of SG identification 
with forgetting factor quickly approaches zero, but it is 
slower than that of MISG. (2) With the decrease in 
forgetting factor, the quantization error fluctuates greatly in 
the steady state, which shows that the introduction of 
forgetting factor reduces the accuracy of model 
identification to a certain extent, which also reflects the 
contradiction between rapidity and stability in system 
identification. Compared with the SG with forgetting factor, 
MISG has higher steady-state accuracy. Therefore, it is an 
effective model identification method for flexible linkage 
servo systems. 
 
4.2 System control performance analysis 
In this study, the performance of the pole placement 
proportional-integral (PP-PI), second-order system engineering 
design proportional-integral (SSED-PI), multiple-capacity 
process proportional-integral (MCP-PI), and GA-PI control 
methods were analyzed on the basis of time trigger and ET, 
respectively. The sampling period of the speed loop was T = 

, the simulation duration was 1 s, and the input 
command is a step signal.  

In the GA-PI control method, the number of samples was 
30, and the crossover probability and mutation probability 
were 0.9 and 0.033, respectively. The range of  and 

 was [0, 1], , , , 
, and the iteration number G was 100. 

Simulation analysis was conducted on MATLAB, and 
the performance of the controller was analyzed by using 
overshoot ( ), integral of squared error (ISE), integral of 
absolute error (IAE), and cumulative of squared control 
increment (CSCI). Its performance indicators are defined as 
follows:  
 

, , 

, ,           (19) 

 
where  is the peak value reached by the system,  is 
the steady-state value of the system, the error between the 
rotational speed and the set value, and the control increment. 

is the error between the speed and the set value, and 

is the control increment. 
 
4.2.1 Time-triggered control 
The time-triggered control mechanism is used to transmit the 
data signal and update the controller at a fixed time interval 
T. Usually, the sampling and transmission period is short, 
and the control signal is sent on time to realize the control of 
the controlled object. In this study, the sampling frequency 
is 10 kHz ( ), and the performance of PP-PI, 
SSED-PI, MCP-PI, and GA-PI control methods was 
analyzed on the basis of the time-triggered control 
mechanism within 1 s. The dynamic response is shown in 
Fig. 10, and the corresponding performance indicators are 
shown in Table 4. 
 

 
Fig. 10. Speed characteristic curve of a flexible linkage servo system 
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Table 4. Performance comparison of different time-
triggered controllers 

Method σ% ISE IAE CSCI 
PP-PI 23.5368 151.4653 455.1827 6.8342e-9 
SSED-PI 19.719 29.7781 278.9141 1.3426e-10 
MCP-PI 3.7562 103.8896 233.2912 1.1361e-26 
GA-PI 0.0726 140.7083 286.8491 4.1764e-25 

 
Fig. 10 and Table 4 show the following conclusions: (1) 

With PP-PI and SSED-PI control methods, the overshoot is 
remarkable, reaching approximately 20%. With the MCP-PI 
control method, the overshoot is small. With the GA-PI 
control method, almost no overshoot (less than 1%) is 
observed, which can meet more demanding work 
requirements and has the optimal performance. (2) The 
SSED-PI method is employed to adjust the parameters. 
Although the speed response of the system is fast, it cannot 
effectively weaken the resonance generated by the system, 
but it produces a large overshoot and remarkable oscillation, 
and the system adjustment time is long. (3) The σ% of the 
MCP-PI and GA-PI control methods, IAE and CSCI 
performance indicators are superior, while the σ% of PP-PI 
and SSED-PI control methods, IAE and CSCI performance 
indicators are obviously the worst. The overshoot of the GA-
PI controller is only 0.0726%, which can meet the 
requirement of 2% overshoot in engineering and exhibits an 
improved performance in the control of the speed loop of 
flexible linkage servo systems. 
 
4.2.2 ET control 
The ET control mechanism judges whether the difference 
between the current signal output by the controller at the 
current moment and the current signal at the next moment 
meets the preset ET condition according to the real-time 
state feedback of the system speed and then determines the 
update opportunity of the controller parameters. Under the 
ET condition of fixed threshold M = 0.001 and with the 
same sampling period T = , the performance of the 
above PP-PI, SSED-PI, MCP-PI, and GA-PI control 
methods were analyzed. The response curve of the system 
speed characteristic is shown in Fig. 11, and the update time 
of the controller output iq is shown in Fig. 12. Table 5 shows 
the performance parameters of the corresponding control 
mode of the system. 
 Figs. 11 and 12 and Table 5 show the following 
conclusions: (1) The GA-PI controller has the optimal 
control performance, no remarkable overshoot, has a smooth 
response curve, and exhibits minimal change in dynamic 
performance. The SSED-PI and PP-PI methods have large 
overshoot, which cannot guarantee their speed and stability 
in the control process. By contrast, the SSED-PI method 
produces certain resonance but cannot suppress the system 
resonance. (2) Under the control of the ET mechanism, the 
update frequency of the controller is considerably reduced. 
As the system speed gradually stabilizes, the number of data 
updates of the controller is reduced. In accordance with the 
local enlarged diagram, the GA-PI controller was only 

updated three times between 0.86 and 0.92 s, which is far 
less than other control methods. The update of controller 
data is determined by the given trigger threshold, which 
reduces the waste of resources and the operating burden of 
the controller. (3) Among them, the performance index σ%, 
CSCI, and update times of the GA-PI control method are 
better than those of the SSED-PI, PP-PI, and MCP-PI 
control methods. Moreover, the overshoot of the GA-PI 
controller is only 0.1731% (less than 1%), which can meet 
the requirement of 2% overshoot in engineering. Based on 
the above analysis, ET-GA-PI controller has high control 
accuracy and stability in the speed loop control of flexible 
linkage servo systems. 
 

 
Fig. 11. Speed characteristic curve of a flexible linkage servo system 
 
 

 
Fig. 12. Update time of controller output iq 
 

 
Table 5. Performance comparison of different controllers triggered by events 
Method σ% ISE IAE CSCI Number of updates 
PP-PI 23.5045 150.7932 456.4726 0.2175 563 
SSED-PI 19.7026 29.0361 277.6670 5.8547 2919 
MCP-PI 3.7476 103.3607 236.0309 0.4606 637 
GA-PI 0.1731 140.1288 285.3539 0.2511 524 
 

The update frequency and data sample number of the 
above time-triggered control and ET control are consistent. 

Thus, the update time of the PI controller in this study is 
10,000 times. As shown in Table 5, regardless of whether 

100 sµ
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the traditional control methods (i.e., PP-PI, SSED-PI, and 
MCP-PI controllers [the update times are 563, 2919, and 
637, respectively]) or the GA-PI controller (the update time 
is 524) is used, under the ET mechanism, the number of 
updates of the controller is far less than that of the traditional 
time-triggered control. 

Fig. 13 shows the change curve of update times of 
different controllers. Fig. 14 is a graph showing the change 
of the update times of the ET-GA-PI controller and the 
controller under the traditional continuous control method. 

 

 
Fig. 13. Number of different controller updates 

 
Figs. 13 and 14 show the following conclusions: (1) 

Under the ET mechanism, the GA-PI control method has 
fewer controller updates than the other three control methods 
and is the most superior. (2) The GA-PI controller has the 
least number of updates under the ET mechanism and only 
needs to update 524 times, which is approximately 1/20 of 
the traditional continuous control. 

Therefore, compared with the traditional continuous 
control method, the ET-GA-PI controller can remarkably 
reduce the number of updates of the controller while 
ensuring the control effect, thus effectively reducing the 
resource consumption of the controller, further reducing the 
network resource consumption and lightening the burden of 
the controller. 

 

 
Fig. 14. Number of ET-GA-PI controller update 
 
 In ET, threshold M is the key parameter of the ET-GA-PI 
controller, which is closely related to the control 
performance and the number of controller updates. In 
parameter analysis, set , and take five 
values at intervals of 0.002. The other parameters remain 
unchanged, and the control performance is analyzed by σ%, 
ISE, IAE, and CSCI, and the update times of the controller 
under different ET thresholds are calculated. Table 6 shows 
the control performance comparison of different thresholds 
M for ET.  

Table 6 shows the following conclusions: (1) With the 
increase in the trigger threshold M, the update times of the 
ET-GA-PI controller are considerably reduced as a whole, 
and the control performance worsens. Among them, the σ% 
performance index exhibits the most remarkable 
deterioration, while IAE and CSCI demonstrate minimal 
change. (2) Overall, the indicators of the controller are ideal 
when the ET threshold is small, and the overall control 
performance is enhanced when the trigger threshold M is 
0.005. 

 
Table 6. Performance comparison of the ET-GA-PI controller with different M values 
M σ% ISE IAE CSCI Number of updates 
0.001 0.1731 140.1288 285.3539 0.2511 524 
0.003 0.4003 139.9867 293.8273 0.2796 346 
0.005 0.5462 139.8766 302.7933 0.3315 189 
0.007 0.9617 139.8132 309.2750 0.4110 166 
0.009 1.2263 139.7384 321.0082 0.5232 176 
 
5 Conclusion 
 
The study aimed to combine organically the parameter 
identification of flexible linkage servo systems with the the 
ET control method to improve the performance and stability 
of the system. The problem of difficult control and frequent 
controller updates was evaluated by introducing a GA-PI 
control strategy based on the ET mechanism to improve the 
speed control performance of the flexible linkage servo 
system and reduce chattering. By using multiple innovation 
stochastic gradients for the parameter identification and 
design of an ET-GA-PI controller, the current controller was 
determined to be updated by designing ET conditions with 
fixed thresholds. On the basis of simulation experiments, the 
following conclusions could be drawn: 

(1) The MISG identification algorithm introduces 
innovation length p to use effectively the input and output 
information of system speed at current time and historical 
time, thereby improving the accuracy of flexible linkage 
parameter identification and becoming beneficial to the 
accurate control of subsequent systems. 

(2) Compared with time-triggered control, the ET 
flexible linkage servo system effectively reduces the update 
times of the controller, and the update times of the four 
control methods (i.e., PP-PI, SSED-PI, MCP-PI, and GA-PI) 
are all reduced by more than 70%, which reduces the 
operating burden of the controller, saves resources, and 
effectively improves the disadvantages of the traditional 
time-triggered control method. 

(3) With the introduction of the GA, the update times of 
the ET-GA-PI controller can be reduced to 1/20 of the 

[0.001,0.009]M Î
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traditional time control, with a small overshoot (0.1731%) 
and high control accuracy, which meets the needs of high-
precision networked control. 

Thus, this study combines the simulation experiment 
with theory, reduces the number of ETs, and saves the 
network resources of the system on the basis of ensuring the 
dynamic performance of the system, which is suitable for the 
network development of high-performance servo systems 
and has important practical implications. Given that the 
offline optimization algorithm cannot avoid the interference 
of external factors to enhance the robustness of the system, 
in future research, the online optimization control will be 
combined with this model to make the controller of the 
flexible linkage servo system more stable. 
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