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Abstract 
 

Producing a readable summary from an automatic text summarization system is a big challenge, especially for the 
Indonesian language. The readability of the generated summary in automatic text summarization is important to reach a 
quality text summary that is easy to understand. Therefore, this research aims to prepare and investigate the evaluation 
metrics of the readability aspect of automatic Indonesian text summary results. This research used PRISMA 2020 to conduct 
a systematic review. We searched Elsevier (SCOPUS), Web of Science, Google Scholar, Science and Technology Index 
(SINTA), IEEE Xplore, arXiv, and forward and backward references for studies published about readability evaluation for 
automatic text summarization in the last five years until July 2022. We found that completed readability evaluation in 
automatic text summarization studies, especially for Indonesian text, is rarely measured. Most studies (94,23% of 52) only 
use co-selection-based analysis. However, co-selection-based analysis is not adequate to evaluate the readability, it needs 
content-based analysis and human evaluation. Therefore, this study contributes to the design of the concept of readability 
evaluation metrics based on a systematic review of Indonesian automatic text summarization and readability evaluation for 
Indonesian text. This research gives benefits to provides a foundation for future studies to build upon, offering a clear 
direction for developing and evaluating readability metrics in automatic text summarization, not just for Indonesian, but 
for other languages facing similar challenges. 
 
Keywords: automatic text summarization; Indonesian language; readability; readability evaluation; text summary. 
____________________________________________________________________________________________ 

 
1. Introduction 
 
The automatic text summarization technique has developed 
rapidly. Automatic text summarization is a part of Natural 
Language Processing (NLP) [1]. NLP is a branch of 
linguistics, computer science, and artificial intelligence 
concerned with computer-human interaction, specifically 
how to design computers to handle and evaluate massive 
amounts of natural language data [2-5]. There are two types 
of automated text summarization: extractive and abstractive 
[6]. Extractive summarization generates a sequential 
summary based on the document's source and with no 
changes to the sentence's word structure [7-8]. The final 
summary consists of the original document sentences. 
Extractive summaries or extracts are created by recognizing 
relevant sentences that are directly selected from the original 
content. While abstractive summarization produces the 
summary with modification [9], for example, paraphrasing. 
So, the result of abstractive summarization does not have 
similar sentences or structure to the original document but still 
has the same meaning.   
 Many methods are used in automatic text summarization 
today. At least there are three approaches to producing a 
summary automatically: the feature-based approach, the 
graph-based approach, and the popular one is machine 
learning approach. The feature-based approach uses 
document components as features (such as words, sentences, 
phrases, and so on) to be considered and calculated in the 

process of automatic text summarization [10]. Sentence 
Scoring [11-12], SumBasic [13], and Latent Semantic 
Analysis (LSA) [14-16] are feature-based approach 
algorithms that can be used for text summarization. In the 
process of text summarization with a graph-based approach, 
the text data in the document is converted to numeric data. 
Each sentence in the document will be converted into a node, 
and the edge value will represent the degree of similarity 
between two sentences in the document. The algorithms in the 
graph-based approach that usually used for automatic text 
summarization such as TextRank [17-18], LexRank [19], and 
Bellman-Ford [20-22]. Then, the popular automatic text 
summarization is a machine learning approach that uses deep 
learning. Deep learning is the development of an artificial 
neural network that can produce a better summary than the 
other methods based on several kinds of research. Researches 
on automatic text summarization that use deep learning 
methods, such as neuro-fuzzy [23], Recurrent Neural 
Networks (RNN) [24-25], Convolutional Neural Networks 
(CNN) [26], deep reinforcement learning [27], graph 
convolutional neural networks [28], Deep Belief Networks 
(DBN) [29], Bidirectional Encoder Representations from 
Transformers (BERT) [30], NeuralSum [31], and so on.  
 The great challenge in automatic text summarization 
research is how to produce a readable generated summary 
[24], [32-33]. The readability of the summary result is a 
fundamental factor for evaluating the effectiveness of 
automatic text summarization because it assures that it is 
readable and understandable [34-36]. As a result, the 
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summary should be simple to comprehend (readable). A 
digestible summary is composed of sentences that build on 
the previous statements and themes to make them easier to 
understand. In the summary, complex words and grammatical 
errors should be avoided. The readability of a document can 
be determined by the content and relationship between 
sentence aspects. The difficulty of the language's syntax and 
vocabulary, as well as if the relatedness between sentences 
(between the previous and next sentence) exhibits reading 
fluency, determine the readability of the reference summary 
and the system's summary result.  
 There are not many automatic text summarization studies 
that focus on evaluating summary results on the readability 
aspect, but this is an important thing. Especially for automatic 
text summarization in Indonesian, no research focuses on 
assessing the readability aspect of the summary results using 
special measurements for text readability. Compared to more 
widely spoken languages like English, Indonesian has fewer 
linguistic resources (limited NLP resources), such as large 
annotated corpora and pre-trained models, which makes it 
harder to train effective summarization algorithms that can 
account for the unique characteristics of the language. 
Therefore, this study investigates and prepares a readability 
evaluation concept that can be used for automatic Indonesian 
text summarization using systematic review.  As far as this 
research is concerned, the Indonesian automatic text 
summarization research does not focus on measuring the 
readability of the generated summary results. Therefore, the 
novelty of this study is that the results of a systematic review 
can be a concept for measuring the readability of a 
comprehensive summary of Indonesian language results. The 
next section will explain about methods, results, and 
discussion that were used and found in this systematic 
research. 
 
 
2. Materials and Methods 
 
This section provides the research activity, materials, and 
method. Figure 1 presents the research activities that started 
from collecting the related works about the current research 
about automatic text summarization, the summary evaluation 
method of automatic text summarization, and the readability 
evaluation method for text, especially for Indonesian text. 
Then, the next process is to investigate the related works and 
prepare the readability evaluation concept to evaluate 
Indonesian automatic text summarization.  

 This research uses the checklist and flow of PRISMA 
2020 to arrange a systematic review. Figure 2 presents the 
PRISMA flow diagram of this research. In the collecting 
related works process, the publication articles referenced are 
obtained from Google Scholar, Scopus, Web of Science, 
IEEE, arXiv, and Science and Technology Index (SINTA) the 
Ministry of Education, Culture, Research, and Technology of 
Indonesia Republic. The sources of these journal articles are 
used to maintain the quality of publications made by previous 
researchers. The year of publication of the journal articles that 
are the maximum reference for the last 5 years. Where the 
reference search focuses on research topics related to 
automatic text summarization comprehensively, to find out 
the current technological developments, Indonesian 
automatic text summarization to find out the development of 
the research in Indonesia, and measurements for text 
readability, especially for the Indonesian language. There are 
52 studies from 253 studies included in this systematic 
review. The next activity after various related works have 
been collected is reviewing and investigating methods, 
datasets, and evaluations carried out for automatic summary 
results. Then the results of these investigations are mapped so 
that they can become a concept for measuring text readability 
that can be implemented on the results of automatic 
summarization. 
 

 
Fig. 1. Research Activities 

 

 
Fig. 2. PRISMA flow diagram 
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3. Result and Discussion 
 
This section presents the result of the review and investigation 
of several sources of literature or related works which will 
then be discussed in this research. The presented results and 
discussion are organized according to the overall 
development of automatic text summarization, the 
development of Indonesian automatic text summarization, 
readability evaluation for text used for automatic text 
summarization, and discussion of the concept of readability 
evaluation for Indonesian automatic text summarization. 
 
A. Readability Evaluation for Automatic Text 
Summarization 
Based on Table 1, the most automatic text summarization 
evaluation that is used is ROUGE metrics with its variations. 
There is limited research that uses other evaluation metrics 
besides ROUGE, especially readability metrics. Moreover, 
there is a survey for automatic text summarization in many 
languages, including Hindi, Punjabi, Kannada, Assamese, 
Konkani, Nepali, Tamil, Marathi, Odia, Sanskrit, Sindhi, 
Telugu and Gujarati, Bengali, Malayalam, Arabic, Chinese, 
Greek, Persian, Turkish, Spanish, Czech, Rome, Urdu, 
Indonesian, and many more do not use readability evaluation 
[37]. Those researchers use ROUGE, similarity evaluation, 
precision, recall, f-measure, accuracy, and only a view that 
involves a reader or expert to evaluate the summary result. 
There are three types of summary evaluation [6], [38-41]: co-
selection-based analysis, content-based analysis, and human 
readability evaluation or human evaluation. 
 
1)   Co-selection-based analysis 
Co-selection-based analysis is a summary evaluation with a 
reference summary. The co-selection-based evaluation is 
based on the co-occurrence of terms in the system summary 
and requires a document comparison summary. The 
evaluation is carried out by picking the system summary and 
reference summary's common phrases, respectively. ROUGE 
(Recall-Oriented Understudy for Gisting Evaluation) is 
widely used for text summarization evaluation. It can be said 
that ROUGE is always used as a metric for evaluating 
summary results. Similar to Precision, Recall, and F-measure 
evaluation, ROUGE is also used for informativeness 
evaluation. There are 5 ROUGE main types, including 
ROUGE-N, ROUGE-S, ROUGE-SU, ROUGE-L, and 
ROUGE-W [6], [42].  
 ROUGE-N is an N-gram measurement between summary 
result and summary reference collections, where N is 
determined by N-gram’s length, such as ROUGE-1 for 
unigram and ROUGE-2 for bigram. ROUGE-S is a skip-
bigram co-occurrence statistics that evaluate the proportion of 
skip bigram, where any word pair in the sentence is the skip 
bigram for random gaps. The ROUGE-SU is developed from 
ROUGE-S that evaluates the average between ROUGE-1 
(unigram) and ROUGE-S, and it extends ROUGE-S with 
counting unit as a unigram. ROUGE-L computes the LCS 
metric, where LCS is the maximum length of a common 
subsequence for two given sequences X and Y. ROUGE-W is 
a development of ROUGE-L that can be computed as 
weighted longest common subsequence metrics using 
dynamic programming. ROUGE-WE then extends ROUGE 
by employing soft lexical matching based on Word2Vec 
cosine similarity [43]. 
 Besides ROUGE, the summary result evaluation that 
always conducted as a co-selection-based analysis of 

Precision, Recall, F-measure, and Accuracy, which is also 
accomplished with reference summary [6], [36], [44]. 
Precision is equal to the sum of retrieved correct sentences 
(RC) divided by the sum of retrieved correct sentences and 
incorrect sentences in the document (RI), where Precision 
determines whether the sentences chosen by the human and 
produced by the system are correct. The Recall is equal to the 
sum of retrieved and non-retrieved correct sentences (NC) in 
a document, where Recall evaluates the proportion of 
sentences chosen by humans that are produced by the system. 
Precision and recall are combined in the F-measure (F1 
score), while Accuracy is the ratio of total correct and 
incorrect retrieved text divided by the total text in a document. 
Precision, Recall, F-measure, and Accuracy have 
mathematical formula (1)-(4). 
 
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = |"#|

|"#|$|"%|
       (1) 

 
𝑟𝑒𝑐𝑎𝑙𝑙 = |"#|

|"#|$|&#|
        (2) 

 
𝐹' =

(	×	+,-./0/12	×	,-.344
+,-./0/12	$	,-.344

        (3) 
 
𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = |"#|$|&%|

|5|
         (4) 

 
 Another co-selection-based analysis such as: (1) 
SUMMAC evaluation [45]; (2) S3 [46] is a model-based 
measure that predicts the evaluation score using previously 
proposed evaluation metrics as input features, such as 
ROUGE and ROUGE-WE. The model was trained using 
human judgment datasets from TAC conferences; (3) 
BERTScore calculates similarity scores by token-level 
alignment of generated and reference summaries. The cosine 
similarity between contextualized token embeddings from 
BERT is maximized by computing token alignments greedily 
[47]; (4) BLEU (Bilingual Evaluation Understudy) is a 
method of evaluating automatic machine translation that is 
fast, inexpensive, and language-independent, correlates 
favorably with human evaluation, and has a low marginal cost 
per run [48]; (5) BARTScore is a conceptually simple and 
empirically effective system with a variety of versions that 
may be used unsupervised to evaluate text from many angles 
(e.g. informativeness, fluency, or factuality) [49]; (6) 
MoverScore [50], the word mover's distance is used to 
calculate the semantic distance between a summary and a 
reference text using n-gram embeddings aggregated from 
BERT representations; (7) BLEURT is an evaluation with a 
few thousand potentially biased training examples, a learned 
assessment metric based on BERT can simulate human 
judgments. An innovative pre-training technique that 
leverages millions of synthetic instances to help the model 
generalize is a major component of this approach [51]; (8) 
PRISM considers the task of evaluating machine translation 
output as one of grading it with a sequence-to-sequence 
paraphraser based on a human reference; (9) If there is no 
reference summary collection to compare, PYRAMID can be 
used as a metrics evaluation [6], [52]; and many more 
evaluation metrics that can use for automatic text 
summarization. 
 
2)   Content-based analysis 
Content-based evaluation is conducted without reference 
summary to evaluate the readability of the summary result. 
Readability is an important parameter to measure the 
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performance of automatic text summarization that makes sure 
the summary result can be read and understandable. The 
readability of text can be evaluated based on content and 
relatedness between sentence aspects [35]. Readability 
between reference summary and summary result from the 
system depends on the complexity of syntax and vocabulary 
of the language and whether the relatedness between 
sentences (between previous and next sentence) shows the 
fluency of reading.  
 Readability can be evaluated using content-based analysis 
metrics evaluations, such as FKGL, GFI, SMOGI, CLI, ARI, 
and RPS [35], [36], [44]. All of those metrics are developed 
for English but can be used for another language also, even 
Hindi [35]. Flesch-Kincaid Grade Level (FKGL) uses word 
complexity and sentence length to evaluate the readability of 
text, where complex words and longer sentences influence the 
reader’s concentration to understand the meaning of the text 
[53-54]. FKGL has several processes [55]: calculate the 
average number of words per sentence, calculate the average 
number of syllables per word, and then calculate FKGL using 
the formula (5). Gunning Fog Index (GFI) is used to count 
three or more syllables of words and determine the grade 
levels with the total number of a sentence [54], where the 
calculation formula is available in formula (6). SMOG Index 
(SMOGI) counts polysyllabic words in a fixed number of 
sentences and gives an index of the relative difficulty of the 
text [54], [56]. The processes of SMOG begin by defining a 
sentence as a string of words punctuated with an until count 
for all the polysyllabic words and the number of the sentence 
in the text using formula (7), where SMOGI has a conversion 
table to compare the number of polysyllabic words with 
approximate grade level [57]. 
 
𝐹𝐾𝐺𝐿 = 0.39 6 6

|789|
7 + 11.8 67:4

6
7 − 15.59    (5) 

 
𝐺𝐹𝐼 = 0.4	 @6 6

|789|
7 + 1006.;

6
7A     (6) 

 

𝑆𝑀𝑂𝐺𝐼 = 1.0430	 ×	F6𝑆𝑦𝑙	 ×	 <=
|789|

7 + 3.1291   (7) 

 
 Instead of counting syllables and sentence length, the 
Coleman-Liau Index (CLI) only uses length in characters in 
text because, in this formula estimate, the word length in 
letters is better than the word length in syllables to evaluate 
readability [58]. Therefore, CLI has a simple formula such as 
formula (8) that only uses the average number of letters per 
100 words and the average number of sentences per 100 
words [59]. Automated Readability Index (ARI) is a 
readability measurement to evaluate reading difficulty levels 
of text [60]. Similar as CLI, ARI produces a number that 
represents the age needed to understand the text with Formula 
(9) [61]. Last, Relatedness with Previous Sentence (RPS) is 
the sentence readability measurement that developed based 
on cosine similarity with a formula (10) [36].   
 
𝐶𝐿𝐼 = 0.0588	 × 𝐴𝐶 − 0.296	 × 𝐴𝑆 − 15.8    (8) 
 
𝐴𝑅𝐼 = 4.71 6#

6
7 + 0.5 6 6

|789|
7 − 21.43    (9) 

 
𝑅𝑒𝑎𝑑𝑎𝑏𝑖𝑙𝑖𝑡𝑦(𝑆𝑢𝑚) =

∑ 7/9!"#(7$,7$%&)$'()*
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 Other readability metrics that can be used such as Flesch 
Reading Ease [62-63], FORCAST [64], Fry Graph [65], New 
Dale-Chall [66-67], New Fog Count [68], Raygor Estimate 
[69], and Linsear Write Calculation [70]. Those readability 
metrics are used for English, but several are suitable for 
another language, including Indonesian. The top five best 
measurements that are widely used include FKGL, Flesh 
Reading Ease, GFI, SMOGI, and FORCAST [71]. 
 
3)   Human readability testing 
Human evaluation is also important to ensure the readability 
of the summary result. Human readability evaluation is 
conducted with expert/ native/ reader. Evaluation involving 
language experts is also important but rarely done. This is 
related to the limited time and expert resources to measure the 
readability of the text one by one, especially for a large 
number of documents. Elements of subjectivity can also affect 
the results of this manual measurement. Therefore, manual 
measurements are better carried out by experts in odd 
numbers and have no personal interest.  
 The evaluation criteria for measuring text readability are 
quite varied. It differs from one researcher to another. 
However, automated text summarization research that 
performs human evaluation provides several scoring criteria. 
The experts will give a rating for each summary result 
produced by the system. The ratings are readable, partially 
readable, and non-readable with several conditions as 
consideration [34], [36], [72]: (1) the summary should be 
understandable, non-redundant, and focused on the main 
topic; (2) summary sentences should be complete and related 
to one another; and (3) the summary should not include 
complex sentences. If the summary meets all of those criteria, 
it is considered readable. If the summary meets half of those 
requirements, it is classified as partially readable. Otherwise, 
it is classified as unreadable. 
 Because human judgement is not always consistent, 
measuring inter-judge agreement between experts can be 
conducted. It can use Kappa statistics to measure how well 
the expert judges agree on readability with the formula (11). 
 
kappa	(K) = E(F)GH(I)

'GE(J)
    (11) 

 
Where P(A) is a proportion of the time, the judges agreed, and 
P(E) is the proportion of the time the judges agree by chance. 
If the value of the Kappa formula is between 0.67-1, then the 
judgment is acceptable. 
 
B. Development of Automatic Text Summarization 
Research 
Automatic text summarization has been studied since the late 
1950s. Since then, numerous scholars have been working on 
the topic of automatic text summarizing to find new ways to 
automate text summarization. This chapter provides an 
overview of the text summarizing research. It encompasses 
text summarization research (other than the Indonesian 
language) using several types of summaries, including 
extractive and abstractive summarization, at least in the last 
five years. The methodologies and assessments that were 
employed, as well as some of the places where text 
summarization was used, are also presented in this chapter. 
Table 1 shows the summary of the development of automatic 
summarization research. 
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Table 1. Summary of Development of Automatic Text Summarization Research 
Methods Evaluations Dataset Language Ref. 

Co-selection-
based Analysis 

Content-based 
Analysis 

Human 
Evaluation 

Graph-based using Itemset 
Mining and Sentence 
Clustering 

✔ N/A N/A BioMed Central’s open 
access corpus 

English [73] 

Statistical Model TF-IDF, and 
Deep Learning using Seq2Seq 
Model 

✔ N/A N/A Titles and Abstracts of the 
Web of Science 

English [41] 

Encoder-Decoder Long Short-
Term Memory (LSTM) 

N/A N/A N/A DUC 2005, NewsIR ‘16 English [74] 

Betweeness Centrality ✔ N/A N/A DUC 2002 English [75] 
Pattern-Growth Sentence 
Compression 

✔ N/A N/A Malay News Dataset Malay [76] 

Adaptive Neuro-Fuzzy 
Inference System (ANFIS), K-
Means and Hierarchical 
Clustering (HC) 

✔ N/A N/A DUC 2002 English [77] 

Sentence Scoring for Internal 
and external information 

✔ N/A N/A DUC 2001, and DUC 
2002 

English [78] 

Convolutional Neural Network 
(CNN) 

✔ N/A N/A DUC 2002 English [26] 

Fuzzy Analysis ✔ N/A N/A Virtual Learning 
Environment (VLE) 
dataset for Portuguese 

Portuguese [79] 

LSTM ✔ N/A N/A Amazon Fine Food 
Reviews 

English [80] 

Semantic Role Labeling (SLR) 
and Explicit Semantic Analysis 
(ESA) 

✔ N/A N/A DUC 2002 English [81] 

Convolutional Neural Network ✔ N/A N/A DUC 2002 English [26] 
Unsupervised Neural networks 
using Auto-Encoder 

✔ N/A N/A EASC Dataset, 
Summarization and 
Keyword Extraction 
(SKE) from Emails 
Dataset 

Arabic, and 
English  

[82] 

Adaptive, knowledge-based 
event-index cognitive mode 

✔ N/A N/A DUC 2001 English [8] 

TextRank, LexRank, 
ChunkRank, Luhn, LSA, 
Edmundson, TGraph, NN-ED, 
NN-SE, UniRank, FE-SE, 
SummaRuNNer, and MMR-SE 

✔ ✔ ✔ Forum of Information 
Retrieval Evaluation 
(FIRE) conference data 
(2011) 

Hindi and 
English 

[35] 

Optimal Combination of 
Sentence Scoring 

✔ ✔ ✔ DUC 2006 and DUC 2007 English [36] 

F-RBM (Fuzzy Restricted 
Boltzmann Machine) 

✔ N/A N/A UC Irvine Machine 
Learning Repository, BBC 
news and DUC 2004 

English [83] 

EdgeSumm (combination of 
graph-based, statistical-based, 
semantic-based, and centrality-
based) 

✔ N/A N/A DUC 2001 and DUC 2002 English [84] 

Feature-based approach with 
sentence clustering 

N/A ✔ N/A TripAdvisor.com English [85] 

TextRank and Recurrent 
Neural Network (RNN) 

✔ N/A N/A ScienceDirect article 
2012-2018 

English [86] 

Modified of PageRank ✔ N/A N/A Essex Arabic Summaries 
Corpus (EASC) 

Arabic [87] 

Textual Graph and Maximum 
Independent Sets. 

✔ N/A N/A DUC 2002 and DUC 2004 English [88] 

Vector Space Model (VSM) ✔ N/A N/A BBC-Urdu (collected by 
own) 

Urdu [89] 

CNN ✔ N/A N/A Multilingual Single-
document Summarization 
(MSS) 

English, 
Malayalam, 
and Hindi 

[90] 

Seq2Seq Model ✔ N/A N/A Chinese dataset LCSTS 
(Large-scale Chinese 
Short Text 
Summarization) 

Chinese [91] 

Weighted word embedding 
based method 

✔ N/A N/A DUC 2007 English [92] 

Tagged-Latent Dirichlet 
Allocation (Tagged-LDA) 

✔ N/A N/A Hindi Novels and Stories Hindi [93] 

T-BERTSum based on BERT ✔ N/A N/A CNN/Daily mail and 
XSum dataset 

English [94] 
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Methods Evaluations Dataset Language Ref. 
Co-selection-

based Analysis 
Content-based 

Analysis 
Human 

Evaluation 
Deep Learning Modified 
Neural Network Classifier 
(DLMNN) 

✔ N/A N/A DUC (not specific) English [95] 

Combine the LDA with 
classification technique 

✔ N/A N/A DUC 2001, DUC 2002, 
DUC 2006, and DUC 
2007 

English [96] 

TextRank and Bayesian 
Additive Regression Trees 
(BART) 

✔ N/A N/A CNN/Daily mail English [97] 

 
 From Table I, automatic text summarization research are 
developed rapidly, with Recall-Oriented Understudy for 
Gisting Evaluation (ROUGE) as the most used evaluation 
metric. Based on this research, ROUGE is used for multiple 
languages. ROUGE evaluates the performance of summary 
results that are produced automatically from the system and 
compared to the reference summary. Readability evaluation 
focuses on the content of the summary result whether the 
meaning of the summary result is not lost and whether the 
structure of the text is easy to understand and read. Therefore, 
it is not enough to evaluate the summary results only with 
ROUGE to determine the readability of the summary results. 
And of most automated text summarization studies, the 
readability evaluation of summaries is very limited. 

 
C. Development of Indonesian Automatic Text 
Summarization Research 
Indonesian automatic text summarization has also developed 
rapidly. Many techniques used begin with basic or common 
text summarization, such as sentence scoring, then graph-
based, until using a machine learning technique. Today, deep 
learning is also already used for Indonesian automatic text 
summarization. Also, the dataset is collected from various 
sources, such as the abstract of a scientific article, social 
media, and most of the research uses news article documents. 
Some research related to Indonesian automatic text 
summarization is available in Table 2. 

 
Table 2. Summary of Development of Indonesian Automatic Text Summarization Research 

Methods Evaluations Dataset Ref. 
Co-selection-

based Analysis 
Content-based 

Analysis 
Human 

Evaluation 
Vector Space Model (VSM) ✔ N/A N/A Indonesian publication articles 

(collected by own) 
[98] 

Graph method and Ant Colony 
algorithm 

✔ N/A ✔ Not clear [99] 

Sentence Scoring and Decision Tree ✔ N/A N/A Indonesian news articles 
(collected by own) 

[12] 

NeuralSum ✔ N/A N/A Indonesian news articles 
called IndoSum (collected by 
own) 

[31] 

Cross Latent Semantic Analysis ✔ N/A N/A Indonesian news articles 
(collected by own) 

[100] 

Semantic Network using Maximum 
Marginal Relevance (MMR) 

✔ N/A N/A Indonesian news articles 
(collected by own) and 
WordNet Bahasa 

[101] 

Bidirectional Gated Recurrent Unit 
(BiGRU) 

✔ N/A N/A Indonesian Journal document 
(collected by own) 

[102] 

Graph Convolutional Network ✔ N/A N/A Indonesian news article 
(collected by own) 

[28] 

IndoBERT Indonesian version of 
Bidirectional Encoder 
Representations from Transformers 
(BERT) 

✔ N/A N/A IndoSum and Liputan6 
(Indonesian news articles that 
collected by own) 

[30] 

Bellman-Ford Algorithm ✔ N/A N/A Sahih Bukhari Muslim Hadith 
(collected by own) 

[22] 

TextRank ✔ N/A N/A al-Misbah interpretation book 
(collected by own) 

[17] 

Bellman-Ford Algorithm ✔ N/A N/A Indonesian publication articles 
(collected by own) 

 

Decoder-Encoder model called 
IndoBART 

✔ N/A N/A Liputan6 [21] 

BERT ✔ N/A N/A IndoSum [103] 
TextRank ✔ N/A N/A Undiksha Academic 

Information System 
[104] 

Multi-featured based on the 
regression model 

✔ N/A N/A IndoSum [105] 

Cosine Similarity and Maximum 
Marginal Relevance (MMR) 

✔ N/A N/A Health Ethics Protocol 
Document (collected by own) 

[106] 

LSTM and Gated Recurrent Units 
(GRUs) 

✔ N/A N/A Indonesian publication articles 
(collected by own) 

[107] 

Feature-based POS tagging and 
sentence relevance 

✔ N/A N/A 11 groups of Indonesian news 
documents (collected by own) 

[108] 

BERT ✔ N/A N/A IndoSum [109] 
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Methods Evaluations Dataset Ref. 
Co-selection-

based Analysis 
Content-based 

Analysis 
Human 

Evaluation 
Support Vector Machine (SVM) and 
K-Nearest Neighbor (KNN) 

✔ N/A N/A Game Stam Review 
Document (collected by own) 

[110] 

 
 Indonesian automatic text summarization research is 
currently quite developed. Starting from the provision of 
datasets that are currently a benchmark for research on 
automatic summarization of Indonesian texts such as 
IndoSum [31] and Liputan6 [30]. Likewise with the various 
methods used, currently the use of deep learning is becoming 
popular for use in Indonesian automatic text summarization. 
However, in the aspect of evaluating summary results, 
especially readability, of the many Indonesian automatic text 
summarization studies, none has focused on evaluating the 
readability. Most of them use ROUGE, similarity evaluation, 
recall, precision, and F-measure value [12], [28], [31], [111-
114]. While the readability is simply evaluated by the expert 
reader or native without specific metrics for readability [112], 
[115-116]. Because, to evaluate readability is not only to 
evaluate the performance of summary results, such as the use 
of ROUGE. 
 
D. Concept of Readability Evaluation for Indonesian 
Automatic Text Summarization 
Readability evaluation of text summary results is a big 
challenge in this research. During this research, there was 
very limited research on automatic text summarization that 
focused on the readability of summary results. In fact, there is 
no automatic text summarization research for the Indonesian 
language that focuses on evaluating the readability of the 
summary results (also based on Table 2). Therefore, this 
research contributes to starting the importance of readable 
automatic text summary results for the Indonesian language. 
The difference between this study and other systematic 
reviews of automatic text summarization is this study reveals 
the importance of measuring the readability quality of 
automatic text summarization results. However, the fact 
shows that there are not many automatic text summary studies 
that are concerned with measuring the readability of the 
generated summary. Therefore, from the results of a 
systematic review and further exploration of the measurement 
of the readability of Indonesian texts, this study resulted in a 
novel concept for evaluating the readability of Indonesian 
automatic text summarization results. 
 As previously stated, in the Indonesian automatic text 
summarization research, no one has focused on evaluating the 
readability of the summary results. However, there is a study 
that assessed the readability of an Indonesian language 
website conducted by Biddinika et al [71]. Because measuring 
the readability of summary results is not enough only with co-
selection-based analysis using ROUGE, BLEU, and other 
metrics, but also content-based analysis is necessary to 
evaluate the readability of Indonesian text. Actually, SMOGI, 
GFI, and FKGL are used for English. In many research those 
readability metrics are used for English, but in Indonesian 
language research metrics that suitable are FKGL, SMOGI, 
and GFI [71]. Since evaluation with SMOGI can be 
effectively carried out with a minimum of 30 sentences, the 
summary result should be more than 30 sentences. Then came 
GFI and FKGL, which were chosen for their advantage of 
simple calculations and interpretations rather than their 
popularity among the other participants in the readability 
study [117].  
 Because this research focuses on the Indonesian language, 
there should be a text readability measurement that is 

specifically used for the Indonesian language. The available 
metrics are very limited. Several Indonesian language studies 
use English readability metrics to evaluate the readability of 
Indonesian text and most of them evaluate the readability with 
survey. Those studies : (1) evaluate the readability of 
Indonesian text using GFI and Cloze technique [118]; (2) 
conduct readability evaluation of Indonesian text using gap 
test and fry chart or Cloze test, but this research mentions that 
SMOGI and FKGL can be used to evaluate Indonesian text 
[119]; (3) FKGL, GFI, and SMOGI can use to evaluate 
readability of Indonesian text, although in this research use 
fry graphic and survey [120]; and (4) GFI also used to 
evaluate readability of Indonesian text [121] [122].  
 Of the many Indonesian studies that use surveys, 
questionnaires, and several measuring tools for English, there 
is a specific measuring instrument for the Indonesian 
language made by Dwiyanto Djoko Pranowo [71], [123]. 
There are thirteen indicators to evaluate the readability of 
Indonesian text with Dwiyanto’s metrics. The thirteen 
indicators are categorized into three, namely easy, medium, 
and difficult to read. By adding up all indicators, based on the 
range of criteria values, the readability of the Indonesian text 
can be determined. Table 3 and formula (12) provide the 
calculation of Dwiyanto’s indicators. 
 
Table 3. Readability Score of Dwiyanto’s Evaluation 

Indicators Criteria Category Score 
The typical number of paragraphs  ≤ 5 Easy 1 

6 Medium 2 
≥ 7 Hard 3 

The average number of sentences in 
each paragraph 
 

6.0-7.1 Easy 1 
4.7-5.9 Medium 2 
3.6-4.6 Hard 3 

A sentence's length 
 

7.2-8.5 Easy 1 
8.6-9.8 Medium 2 
9.9-11 Hard 3 

Percentage of sentences that were 
extended 
 

79.0-85.6% Easy 1 
85.7-92.4% Medium 2 
92.3-99% Hard 3 

Compound sentence percentage 
 

38-42% Easy 1 
43-46% Medium 2 
47-50% Hard 3 

The percentage of sentences that 
contain polysemy 
 

44.2-56.3% Easy 1 
32.1-44.1% Medium 2 
19.9-32% Hard 3 

Passive sentence percentage 
 

11.3-17.7% Easy 1 
17.8-24.1% Medium 2 
24.2-30.5% Hard 3 

Percentage of words that are unfamiliar 
 

7.5-11.6% Easy 1 
11.7-15.7% Medium 2 
15.8-19.7% Hard 3 

The proportion of abstract words 
 

15-20.7% Easy 1 
20.8-26.4% Medium 2 
26.5-32.2% Hard 3 

Terms as a percentage 
 

1.4-4.7% Easy 1 
4.8-8.1% Medium 2 
8.2-11.4% Hard 3 

The proportion of conjunctions 
 

3-4.4% Easy 1 
4.5-5.9% Medium 2 
6-7.3% Hard 3 

Loan word percentage 
 

1.7-2.7% Easy 1 
2.8-4.8% Medium 2 
4.9-7.8% Hard 3 

Phrase percentage 2.2-3.1% Easy 1 
3.2-4% Medium 2 
4.1-4.9% Hard 3 

 
𝐷𝑤𝑖𝑦𝑎𝑛𝑡𝑜′𝑠 = ∑ 𝑖𝑛𝑑𝑖𝑐𝑎𝑡𝑜𝑟/'<

/K'    (12) 
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 Where, the conversion value of Dwiyanto's measurement 
is 13.0-21.7 means Easy, 21.8-30.5 means Medium, and 30.6-
30 means Hard to read. 
 

 
Fig. 3. Concept of Readability Evaluation for Indonesian Automatic Text 
Summarization 
 
 Then, involving language experts in assessing the 
readability of Indonesian automatic text summarization 
results is also important. Figure 3 shows the concept or 
scenario of automatic text summary readability evacuation for 
the Indonesian language based on a review of previous 
research. Starting from minimal co-selection-based analysis 
and content-based analysis that can be used, to human 
evaluations that involve Indonesian language experts. 
ROUGE-1, ROUGE-2 and ROUGE-L are minimal metrics 
that can be used to measure the performance of summary 
results, while FKGL, GFI, SMOGI (for summaries that more 
than 30 sentences), and Dwiyanto's can be used to measure 
the readability of summary results. Then, human readability 
evaluation can be done by involving Indonesian language 
experts. The human assessment carried out by experts in 
measuring the readability of the automatic summary results 
does not actually have a standard format, but the assessment 
can consider several aspects of readability such as: (1) the 
question that aims to get the opinion about whether summary 
result is easier to read or directly easy to understand the 
content; (2) the question that aims to know the opinion of 
readability level of summary result that have are three 
options: Readable, Partially Readable, or Unreadable [35]; (3) 
the question that aims to know whether the evaluators thinks 
that the summary result contains content that is in accordance 
with the main topic [35]; (4) the question that aims to see the 
continuity between sentences in the summary results because 
continuity between sentences is one indicator of the 
readability of a text [35]; and (5) the question that aims to 
know whether summary result has complete sentence 
attributes so that it becomes a text that is both structurally and 
the content conveyed can be easily read and understood. 
 The limitation of research in measuring the readability of 
automatic summary results in Indonesian is the limited 

readability measurement metrics for Indonesian text. Only 
Dwiyanto's metric currently exists to measure the readability 
of Indonesian text, other measurements are adaptations of 
readability metrics for English. Indonesian lacks well-
established readability models compared to languages like 
English, where metrics such as the Flesch-Kincaid score or 
Gunning Fog Index are widely used. The absence of such 
models for the Indonesian language likely discourages 
researchers from prioritizing readability evaluation in their 
studies. Readability is a key indicator of a summary's 
usefulness, and neglecting it can lead to an incomplete or 
inaccurate evaluation of a summarization system’s 
performance. While the systematic review covers a broad 
range of sources, it is possible that relevant studies published 
in non-indexed databases or gray literature (e.g., conference 
papers, reports) were missed. This could limit the 
comprehensiveness of the findings. 
 Therefore, future research should focus on developing 
readability metrics specifically tailored to the Indonesian 
language, accounting for its unique linguistic features. This 
would provide a foundation for more comprehensive 
evaluations in future summarization studies. Future studies 
could investigate how to incorporate readability directly into 
the training and optimization of text summarization models. 
This might involve integrating human-like readability scores 
into the training objectives to create models that prioritize 
clarity and ease of understanding. By addressing these gaps, 
future research could help ensure that automatic 
summarization systems generate summaries that are not only 
accurate but also easy to read and understand, enhancing their 
usability in real-world applications. 
 
 
4. Conclusion 
 
The readable summary is an important aspect that should be 
reached in the automatic text summarization technique. In the 
context of Indonesian text summarization research, 
readability evaluation has received limited attention, with 
most studies relying solely on co-selection-based analysis 
approaches, such as ROUGE metrics, and minimal human 
evaluation. Therefore, it is an opportunity and challenge to 
evaluate Indonesian summary results not only using a co-
selection-based analysis and human readability approach but 
also using a content-based analysis approach. So, the 
evaluation of the readability of Indonesian automatic text 
summarization is complete and comprehensive. This research 
provides the concept of Indonesian automatic text 
summarization in the aspect of readability based on previous 
works. There are ROUGE-1, ROUGE-2, and ROUGE-L that 
are recommended for co-selection-based analysis for 
Indonesian.  FKGL, GFI, SMOGI, and Dwiyanto’s for 
content-based analysis. Then five aspects are considered for 
human readability evaluation with language experts: ease of 
reading, level of readability, continuity between sentences, 
relation with the main topic, and the completeness of sentence 
attributes. For further works, this concept can be implemented 
to evaluate the Indonesian automatic summary result, so that 
the readability aspect of the summary can be reached. The 
practical implications of these findings are significant for both 
developers and researchers in the field of automatic 
summarization. For developers, implementing this 
comprehensive framework can lead to the creation of 
summarization systems that not only generate concise 
summaries but also ensure they are easily understandable to 
readers. For researchers, this study highlights the need to 
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integrate more nuanced and holistic readability metrics into 
their evaluation processes, paving the way for more user-
centered, effective summarization tools. 
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