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Abstract 
 
With the huge financial transfers taking place over the Internet, it is necessary to provide precise mechanisms to ensure 
that financial fraud does not occur. In this study, a new framework was proposed that combines deep learning and 
Ensemble techniques using the stacking mechanism to detect financial fraud. The Random Forest (RF) and Multilayer 
Perceptron (MLP) algorithms were employed in the first stage of the stacking represented by base models, and the 
Gradient Boosting algorithm was employed in the Meta-Model stage. Where a huge dataset consisting of 31 columns and 
284,807 rows was processed to simulate large financial flows. The results were excellent, as the model gave 100% 
prediction accuracy with F1 = 100, as it was able to detect all cases of financial fraud in the testing stage and distinguished 
them from non-suspicious cases. This indicates that the mechanism used is promising and can be employed in the service 
of companies and countries in general to avoid financial fraud. 
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1. Introduction 
 
In light of the progress made in the technical financial field 
at present, countries suffer from the problem of financial 
fraud. Where individuals or specific groups strive to attack 
the technical data of countries or banks to carry out 
suspicious financial transfers. These countries or financial 
institutions are exposed to huge losses [1]. Despite the global 
effort to eliminate these frauds, some of them go undetected. 
This requires a combination of technical and scientific efforts 
to build artificial intelligence models capable of detecting 
and preventing financial fraud. Artificial intelligence is a 
broad field, one of its branches is machine learning [2]. In 
this study, a machine learning technique will be employed. 
This technique is concerned with integrating several diverse 
machine-learning models into one working environment. The 
goal of this integration is to extract the capabilities of 
machine learning algorithms in detecting financial fraud. 
This technique is called Stacking Technique. Stacking is one 
of the machine learning methods that belongs to the 
Ensemble Learning category of techniques, which aims to 
improve the accuracy of models by combining the results of 
multiple models. In Stacking, several models (known as base 
models) are trained separately on the same data, and then the 
outputs of these models are used as inputs to train another 
model called Meta-Model or Blender, which learns how to 
combine the outputs of the base models to obtain a more 
accurate final result [3]. The proposed model in this study 
relied on the Random Forest (RF) and Multi-layer Perceptron 
(MLP) algorithms in the basic stage of stacking, as these two 
algorithms were not chosen arbitrarily, but because the first 
algorithm is considered one of the most important Ensemble 
Learning algorithms that always achieves good results, while 
the MLP algorithm is one of the important deep learning 
algorithms. As for the Meta-Model stage, the Gradient 

Boosting algorithm was chosen because of its great ability to 
deal with the results. 
 Zengyi Huang et al. proposed an AI model based on the 
K-means clustering method to detect financial fraud. It relied 
on collecting huge amounts of financial transaction data.  
Cluster analysis was performed on good amounts of financial 
transaction data and relied upon to detect suspicious patterns 
and behaviors, and thus identify potential financial fraud.  
Their proposed study gave good results of up to 96% in 
identifying financial fraud [4]. 
 Yara et al. proposed a deep learning model for financial 
fraud detection based on the Long Short-Term Memory 
(LSTM) technique. The main goal of their method was to 
improve the existing detection techniques as well as improve 
the detection accuracy in light of big data. A real fraud 
dataset was used to evaluate their proposed model through 
the use of credit cards and the results were compared with the 
proposed deep learning model called Auto-encoder model 
and some other machine learning techniques. The obtained 
results showed the high performance of LSTM as it achieved 
an accuracy of 99.95% [5]. 
 Joy Iong-Zong Chen et al. proposed a model for financial 
fraud detection using a deep convolutional neural network 
(DCNN) scheme. The latter technique was employed due to 
the existence of big data. In this study, existing machine 
learning models, autoencoder models, and other deep 
learning models were compared with the proposed model. 
These techniques were employed to evaluate the 
performance of a real-time credit card fraud dataset. The 
fraud detection accuracy reached 99% over 45 seconds using 
the proposed model [6]. 
 The proposed model in this research paper consists of 
several stages that will be discussed later in this study. The 
model will be fed with a huge data set, after which this data 
will be pre-processed by examining the duplicate or missing 
values to process them if any. Then the second stage begins, 
which is entering the clean data set into the core of the 
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system, which consists of two main parts. These parts are 
based on the staking technique, as the data was entered into 
the base part that contains the RF and MLP algorithms, and 
then their results were displayed on the Meta-Model part that 
includes the Gradient Boosting algorithm. In the last stage, 
the results obtained from the full frame are measured. The 
obtained accuracy was 100%. 
 
 
2. Materials and Methods  
 

The proposed model in this study is based on a framework 
that consists of two main parts: the RF and MLP algorithms 
in the first part, which is the Stacking part, and the Gradient 
Boosting algorithm in the second part, which is the Meta-
Model. But before entering the core of the model, it is fed 
with a large dataset and it is processed and displayed on the 
framework. Then, in the next step, the data is processed in 
this framework, followed by measuring the accuracy of the 
model to obtain the final results, Figure 1 below shows main 
steps and will be detailed as follows:   

 
Fig. 1. Main Steps of RF-MLP Framework. 
 
2. 1. Dataset 
RF-MLP Framework was fed a massive dataset to simulate 
the movement of real financial data. This dataset was sourced 
from Kaggle and contained 31 columns and 284,807 rows. It 
was based on financial entries at specific points in time. 
Figure 2 below shows how the time series are distributed in 
the dataset used. Figure 3 below shows the volume of 
financial transactions that are classified as financial fraud 
versus transactions that do not contain financial fraud. The 
figure shows that the training and test data contain (0.2%) 
financial fraud data and (99.8%) non-financial fraud data. The 
model will have to predict the first percentage, which is 
financial fraud operations. Figure 4 below is a 3D chart 
showing the relationship between the three main variables in 
this dataset. These variables are (time, class, and amount). 
 

 
Fig. 2. Financial transactions are indicated in the proposed dataset at 
specified periods. 

Fig. 3. Percentage distribution of financial data between fraud and non-
fraud. 

 
Fig. 4. The relationship between the three important elements in the data 
set, which are (time, class, and amount). 
 
2.2 Stacking Technique 
Stacking is a machine learning technique that relies on 
another technique, which is the clustering technique. The 
main goal of the stacking technique is to improve the accuracy 
of the model by combining the results of multiple models. The 
stacking technique relies on the diversity of the base models 
and a meta-model that learns from the outputs of these models 
to improve the overall performance [7]. The principle of this 
technique is to focus on training a set of base models 
independently on the same dataset, and then their predictions 
are used as inputs to a meta-learner. The meta-model learns 
the relationship between the outputs of the base models and 
the true values of the prediction and aims to reduce the errors 
caused by the individual models. The diversity in this 
technique is beneficial, as each model may have different 
strengths and weaknesses. When these models are combined, 
the impact of individual weaknesses is reduced, which leads 
to improved overall performance. Figure 5 below shows the 
stages of the stacking technique. 

 

Fig. 5. The stacking technique consists of two stages, the first stage is the 
RF and MLP algorithms and the second stage is the Gradient Boosting 
algorithm. 
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 The main steps of the stacking process: 
 
1. Training the base models: 
Several base models are trained. In this study, the RF and 
MLP algorithms were trained using the same training data set 
. 
2. Generating intermediate predictions: 
The base models are used to generate predictions on the 
training data or validation data. These predictions become the 
inputs for the upper model. 
 
3. Training the upper model: 
The upper model (Meta-Model) learns the relationship 
between the intermediate predictions and the true values of 
the prediction. The upper model In this study, the Gradient 
Boosting algorithm was employed to be the upper model. 
 
4. Final prediction: 
When predicting new data, this data was passed through the 
base models, and then their predictions were fed to the upper 
model to obtain the final result. 
 
2.3 Random Forest     
Random Forest is an ensemble technique that belongs to 
machine learning algorithms and is widely used in 
classification and regression problems [8]. In this proposed 
model, it was employed for classification purposes. The 
mechanism followed in this algorithm is to merge a large 
number of independent decision trees [9], where each tree 
contributes to improving the accuracy of the model and 
reducing variance and bias . The main goal here is to combine 
the diversity of decision trees by training them on different 
random parts of the data. Each tree in the forest is created 
using the Bagging technique, where random samples are 
selected from the data with replacement (Bootstrapping). In 
addition, a random subset of features is selected at each split 
of the tree, which reduces the bias resulting from strong 
features and increases the diversity of the trees. The basic 
steps in the work of this algorithm were initially to select a 
random dataset (with replacement) from the original dataset 
to train each tree. This allowed each tree to focus on different 
parts of the data. Each tree was then created using the selected 
random dataset. At each split node in the tree, a random subset 
of features was selected instead of using all the features, 
which reduced the correlation between the trees. Finally, the 
majority voting technique was adopted to determine the final 
class (Majority Voting) [10]. This represented the results of 
the RF algorithm. 
 
2.4 Multi-layer Perceptron 
Multilayer neural network (MLP) is one of the deep learning 
algorithms [11]. MLP is a model of artificial neural networks 
(ANN) where the nodes (Neurons) are organized into multiple 
layers. MLP is used to solve classification and regression 
problems and is capable of handling linear and non-linear data 
thanks to its advanced structure. In this study, this algorithm 
was employed for classification purposes. 
 This algorithm is based on a structure of fully connected 
layers. These layers consist of an Input Layer: Which receives 
the raw data or features and hidden layers which process the 
data using nodes (Neurons) that apply non-linear activation 
functions. The last layer is the output layer that produces the 
final output based on the type of problem (classification or 
regression) [12]. This algorithm consists mainly of nodes 
(Neurons) and each node or unit in the layers contains a 
weight that determines the importance of the inputs. A bias to 

modify the calculated value. And an activation function that 
adds non-linearity. The values are passed between the layers 
through a process called forward propagation, where the 
inputs are passed through the layers to generate the outputs. 
The weights and biases are then updated using a 
backpropagation algorithm that calculates the error between 
the predicted and actual values [13].  
 
2.5 Gradient Boosting 
Gradient Boosting is an advanced machine learning 
algorithm, employed in this study for classification purposes. 
This algorithm works on the concept of ensemble learning to 
develop a strong model by integrating weak learners such as 
decision trees [14]. Instead of building models independently 
as in techniques such as Random Forest, models in Gradient 
Boosting are built sequentially where each tree attempts to 
correct the errors of the previous model. The mechanism 
followed in this algorithm is to build a strong predictive 
model by training weak models one by one [15]. Each new 
model focuses on reducing the residuals made by the previous 
model, and it does this by using gradient descent optimization 
to minimize the loss function. The processing in this 
algorithm is done by starting with a simple model (such as a 
mean value for regression or a random prediction model for 
classification). This initial model provides the initial 
predictions F0(x). The errors (ri) are then calculated based on 
the difference between the true values (yi) and the current 
predictions F(xi) using the following equation [16]: 
 
ri = yi - F(xi)    (1) 
 
 A new decision tree is then trained to minimize the errors 
(ri). The goal is for the new tree to predict the gradients of the 
loss function. The current model is then updated by adding 
the new model, adjusting its effect using the learning rate :ŋ  
 
Ft+1 (x) = Ft(x) + ŋht(x)       (2) 
 
 The previous steps are repeated several times, leading to 
a gradual improvement in performance.  
 
 
3. Result 
 
The dataset used is enormous, as mentioned above, it consists 
of 284,807 rows and 31 columns. Despite this, the RF-MLP 
model was able to successfully detect and identify all cases of 
fraud in the training and testing phases, since, as Figure 6 
below shows, the model identified all cases of fraud. It 
correctly identified fraud and gave 100% accuracy, 
identifying 56,864 cases as not fraud and 98 cases as fraud. 
 

 
Fig. 6. The results obtained from the RF-MLP model, show its efficiency 
and ability to detect financial fraud with 100% accuracy. 
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 Figure 6 above shows us the following results: 
 Accuracy: The accuracy level is 1.0 (or 100%), which 
indicates that the model classified all cases in the test set 
correctly without any errors. This reflects the efficiency of the 
model and that it worked perfectly and gave excellent results. 
Confusion matrix: The confusion matrix shows that out of 
56,864 transactions that did not contain financial fraud 
(category 0), the model correctly identified all 56,864 
transactions as legitimate, and 98 transactions (category 1) 
were accurately identified as fraudulent transactions, without 
false negative results. This ideal classification also confirms 
the high accuracy of the model and its ability to classify. 
Recall: Recall of 1.00 for both categories indicates that the 
model identified all actual cases of fraud and non-fraud, 
without error. 

F1-score: The F1-score across both classes combines the 
model’s precision and recall and was 100%, reinforcing that 
the model balances accuracy and completeness. 
 Support: The support values, which are the number of 
each class in the test set (56,864 for class 0 and 98 for class 
1), show that the model was able to maintain perfect 
performance across both classes despite the dataset being 
highly unbalanced. 
 Overall, the model demonstrated excellent effectiveness 
and efficiency in identifying financial fraud, with perfect 
accuracy and perfect scores on all metrics, which is a great 
result for fraud detection scenarios where the cost of 
misclassification can be high for businesses, but such models 
reduce the occurrence of fraud. 
 
 

4. Conclusions 
 
Big data of financial transactions requires accurate techniques 
to detect financial fraud. In this study, the stacking technique 
was employed as a powerful approach that combines the 
outputs of multiple algorithms to achieve higher accuracy. 
The research demonstrated the effectiveness of this technique 
by obtaining 100% accuracy, indicating the system’s ability 
to distinguish between healthy and suspicious financial 
transactions with great accuracy. The Random Forest 
algorithm is one of the best algorithms for classifying high-
dimensional and non-linear data. It showed strong 
performance when used as a base model in the system. The 
MLP neural network algorithm added additional depth to the 
model, as it can absorb complex patterns in the data. Its 
contribution was significant in improving the stacking 
accuracy. The Gradient boosting algorithm was used as a final 
layer (Meta-Model) to aggregate the outputs of the base 
models. This layer showed great effectiveness in improving 
the results by leveraging the strengths of each model 
individually and reducing the impact of weaknesses. 
 The use of additional algorithms such as XGBoost or 
SVM may improve the stacking performance. Model 
performance can be improved by using data augmentation 
techniques to expand the training set. Even with 100% 
accuracy, it is important to analyze cases that were close to 
misclassification to identify potential weaknesses.   
 
This is an Open Access article distributed under the terms of 
the Creative Commons Attribution License.  
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