
Journal of Engineering Science and Technology Review 8 (4) (2015) 56-63 
 

Research Article 
 

Terrain reconstruction based on descent images for the Chang’e III landing area  
 

Xu Xinchao1, 2*, Zhen Ying1, Wang Guobin1, Zhou Peixi1, Li Hang1 and Lee Mengying3 
 

1 Liaoning Technical University, School of Gematics, Fuxin 123000 China 
 2 Institute of Remote Sensing and Digital Earth, Chinese Academy of Sciences, Beijing 100101, China 

3 Information Technology Section of ASSIC Digital Remote Engineering Company, Ottawa, Canada 
 

Received 8 February 2015; Accepted 18 October 2015 
___________________________________________________________________________________________ 
 
Abstract 
 

A new method that combined image matching and shape from shading for terrain reconstruction was proposed to solve 
the lack of terrain in the landing area of Chang'e III. First, the reflection equation was established based on the Lommel–
Seeliger reflection model. After edge extraction, the gradients of points on the edge were solved. The normal vectors of 
adjacent points were obtained using the smoothness constraint. Furthermore, the gradients of residual points in the image 
were determined through evolution. The inadequacy of the reflection equation was eliminated by considering the gradient 
as the constraint of the reflection equation. The normal vector of each point could be obtained by solving the reflection 
equation. The terrain without coordinate information was reconstructed by iterating the vector field. After using scale-
invariant feature transform to extract matching points in the descent images, the terrain was converted to a lander centroid 
coordinate system. Experiments were carried out with MATLAB-simulated images, laboratory images, and descent 
images of Chang'e III. Results show that the proposed method performs better than the classical SFS algorithm. The new 
method can provide reference for other deep space exploration activities. 
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1. Introduction 
 
Efficient path planning is crucial for energy conservation of 
the Chang'e III rover. High-precision terrain of the landing 
area is an important basis for efficient path planning [1]. The 
low-resolution images captured by Chang'e I and Chang'e II 
in the early years of China’s lunar exploration cannot meet 
the requirements of the path planning task. During landing, 
descent images were captured by the landing camera in the 
Chang'e III lander [2–3]. Compared with the previously 
acquired images, descent images have higher resolution and 
their orientation can be obtained by inertial navigation [4]. 
Thus, the conditions for high-precision terrain reconstruction 
of the landing area are met. 

Binocular stereo matching is an established reconstruction 
method. However, the descent images were acquired with a 
fixed time interval in the vertical drop process of the lander. 
Thus, the baseline between descent images was vertical and 
the image resolutions vary. Reconstructing a 3D terrain by 
stereo matching technology is difficult and other methods 
are needed. Shape from shading (SFS) is a 3D reconstruction 
method in computer vision, but the result is without 
coordinate information [5]. 
 Brunoa tested an optical technique frequently used in air 
acquisition, which is based on the projection of structured 
lighting patterns acquired by a stereo vision system [6]. 
Xavier completed the reconstruction of non-rigid 3D shapes 
from stereo-motion [7]. O’Hara developed a new SFS 
algorithm using a high-resolution stereoscopic camera [8]. 

Kumar presented an approach to reconstruct 3D surfaces by 
integrating SFS and stereo [9]. Robert completed the 
reconstruction of 3D surfaces through image sequences by 
SFS [10]. Sieu investigated the influence of SFS on the 
perception of coherent local and global motion using global 
dot motion stimuli [11]. Grumpe combined photometric 
image information with high lateral resolution as well as 
digital elevation model (DEM) data with comparably low 
lateral resolution and thus obtained lunar DEM with high 
lateral resolution [12]. Meng reconstructed the surface shape 
of a landing terrain from descent images by employing 
scale-invariant feature transform (SIFT), although the 
accuracy of the results is lower [13]. Dejan studied the effect 
of contour on SFS [14]. Correal proposed a new system for 
3D terrain reconstruction based on histogram matching [15]. 
Dessì improved the lighting constraints for SFS [16]. Otero 
proposed a local iterative modification to address real lens 
aberrations in 3D reconstruction [17]. 

Although reconstruction results were obtained by stereo 
vision, stereo images with horizontal baseline are still 
required. The reconstruction results of SFS can only be 
acquired relatively, and these results cannot be used directly 
in path planning because they have no coordinate 
information. Path planning requires terrain with real 
coordinates. Points with real coordinates can be obtained 
through the feature matching of descent images. Thus, 
combined with the point coordinates in a real coordinate 
system and a pixel coordinate system, the terrain of the 
landing area can be reconstructed using descent images by 
integrating photogrammetry and SFS technologies. 
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2. SFS Theory 
 
SFS algorithm is achieved by solving the reflection equation 
[18–21]. First, the reflection equation of the camera 
direction, light direction, and surface normal vector of the 
object is established based on a specific reflection model. 
After incorporating the directions of the camera and the light, 
the normal vector of each point on the object surface can be 
obtained by solving the equation. Finally, the whole shape 
can be determined by iteration. 

The Lommel–Seeliger reflection model is considered to 
be the closest to the actual reflection situation of the moon 
[22]. Figure 1 shows a schematic diagram of the Lommel–
Seeliger reflection model, where i is the angle between the 
camera direction and the surface normal vector, s is the light 
incidence angle, L is the light direction, S is the camera 
direction, and N is the normal vector of the object surface. 

i

Normal vector  
N

Light 
direction
L

illuminant

s Camera 
direction S

 
Fig.1. Lommel–Seeliger reflection model  
 
 
 The normal vector of the surface point of the object is 
assumed to be N(nx, ny, nz). To reduce the number of 
unknowns in the reflection equation, the normal vector is 
converted to gradient form. 
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According to Equation (1), the normal vector of the point 

can be changed to N(p, q, -1), the light vector can be 
rewritten as N(pi, qi, -1), and the vector of the camera can be 
transformed to N(ps, qs, -1). The reflection equation can be 
established based on the Lommel–Seeliger reflection model 
[8]. 
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where  (x, y) is the row and column of pixels, I(x, y) is the 
gray value of the corresponding pixel, ω  is the reflectivity 
of the surface, cosi   is the cosine of the angle between the 
light direction and the normal vector, and cos s  is the cosine 
of the angle between the camera direction and the normal 
vector. 
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The normal vector of the point can be determined by 
solving Equation (2). The normal vector of all image points 
can be obtained by traversing the entire image. Finally, 
reconstruction can be completed by iteration based on the 
obtained vector field. For 3D reconstruction based on a 
single image, the results of Pentland and Tsai are better [9]. 
 
 
3. Description of the Proposed Algorithm 
 
Clearly, the reflection equation is ill-posed. Thus, additional 
constraints are needed to complete the normal vector 
solution. The results obtained by the SFS algorithm are also 
relative and cannot be used directly for lunar exploration. To 
solve these problems, a new method of 3D reconstruction 
based on image matching and SFS is proposed. 
 
3.1 SFS Regularization 
To complete the 3D reconstruction, the reflection equation 
must be regularized first. Edge information, which is an 
important feature of an image, is crucial in image analysis. 
Under certain illumination conditions, a change in terrain 
can alter the image gray, significant changes of gray form of 
edges in the image. Thus, to some extent, edges can also 
reflect the changes in terrain, which can be used as a 
constraint for the SFS algorithm. 

To make the problem description convenient, the whole 
terrain is regarded as a combination of many small blocks 
that are perpendicular to the edge. The surface of the small 
blocks can be considered a plane. As shown in Figure 2, the 
O-XYZ space rectangular coordinate system is established by 
considering that the center of the edge of the small blocks is 
the origin of coordinates, the direction of the Y axis is 
coincident with the direction of the edge, and the Z axis 
toward the zenith direction, as well as the X, Y, and Z axes 
satisfy the right-hand rule. 

ds

edge

O X

Z Y

terrain

small block

dp

 
Fig.2. O-XYZ coordinate system  

 
 
In the small block, the edge is shorter and can be regarded 

as a straight line. The projection direction of normal vector 
in the XY plane is defined as the gradient proportion factor 
k. Assuming that the normal vector of the point(x, y, z) on 
the edge is (p,q,-1)N ,  k1  can be obtained as follows:  
 
1 /k q p=                                                      (5) 
 
The projection of (p,q,-1)N on the XY plane is 

clearly ( ,0)pN . Thus, gradient proportion factor k1 of the 
point (x, y, z) is equal to 0. 
  The small plane dp is adjacent to the edge. The angle 
between dp and the XY plane is θ  . Evidently, 0 90θ< < . 
The normal equation of plane dp under the O-XYZ 
coordinate system can be described as 
 
sin cos 0x zθ θ− + =                                   (6) 
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By solving the Equation (6), the normal vector of any 
point in plane dp can be obtained. The normal vector of the 
points adjacent to the edge can be described as 
(sin / cos ,0, 1)N θ θ − , and the gradients proportion factor k2 

is 
 
2 / 0 / ( sin / cos ) 0k q p θ θ= = − =                                  (7) 
 
Thus, the projection of points on the edge and on plane dp 

is the same as in the XY plane (k1=k2=0). Other small blocks 
can also be tested by employing the method mentioned 
above. Some points are assumed to exist in plane dp that are 
adjacent to the edge. Thus, the gradient proportion of those 
points can be obtained through the gradient of the adjacent 
edge points, which can be called the gradient proportion 
constraint. 

After the extraction of the edge in the entire image, the 
gradient proportion factor of the points on the edges can be 
solved after fitting. The gradient proportion factors of all the 
points adjacent to the edges can be obtained according to the 
gradient proportion constraint. 

In general, terrain surfaces are considered continuous. 
Assuming that the coverage of the image(x, y) is Ω  , the 
continuous terrain surface model can be expressed as 
follows: 
 

2 2 2 2( )d dx y x yp p q q x y
Ω

Δ = + + +∫∫                        (8) 

 
where px and py  are the partial derivatives of p in the X and 
Y directions, and qx and qy are the partial derivatives of q in 
the X and Y directions respectively. 

Equation 8 is called the continuity constraint. Under this 
condition, the normal vector of each point on the object 
surface is close. Thus, to complete the quantitative 
constraints of the reflection equations for all the points in the 
whole image, the gradient proportion factors of the edge 
adjacent points can be solved first. Next, the gradient 
proportion factors of the remaining points in the image can 
be evolved under the continuity constraint. Finally, the 
quantitative constraints for the entire image can be 
completed. 
 
3.2 Coordinate Solution of Control Points 
After obtaining the gradient proportion constraint, the ill-
posed nature of the reflection equation is eliminated. 
However, the SFS solution can only be determined relatively 
and has no practical coordinate meaning. Path planning of 
"Jade Rabbit" lunar rover requires the terrain to be under the 
coordinate system, which considers the centroid of the 
lander as the origin of the coordinate system. Thus, the SFS 
results can be used directly in path planning after being 
constrained by other methods. Although these results cannot 
be used to complete the reconstruction through the 
traditional stereo vision method, highly accurate and reliable 
matching points can be obtained by employing feature 
matching, which can provide the coordinate constraints for 
the SFS reconstruction results. 

The descent images are obtained by the landing camera at 
the bottom of the lander in the vertical descent. The exterior 
orientation elements of the images include position factor 

1 1 1( , , )s s sX Y Z , tilt angle of image ( )ϕ , slant angle of 
image ( )ω , and rotation angle of image ( )κ , which can be 
directly obtained using inertial measurement equipment and 
a laser altimeter sensor. The focal length of the landing 

camera is f, and the pixel coordinates of the point are (x, y). 
The ground coordinates of the matching points to be solved 
are (X, Y, Z). The collinearity equation can be established 
according to the above parameters. 
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 The descent image is captured vertically. Thus, the 
attitude parameters 0ϕ ω= = . Assuming that the exterior 
orientation elements of image 1 are 1 1 1 1( , , ,0,0, )s s sX Y Z κ  , the 
exterior orientation elements of image 2 are 

2 2 2 2( , , ,0,0, )s s sX Y Z κ  . The pixel coordinates of the 
matching point acquired from images 1 and 2 by SIFT are 
(x1,y1) and (x2,y2) [23]. Incorporating the coordinates of 
the matching points and exterior orientation elements of 
images 1 and 2 into Equation (9) establishes the following 
equations: 
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The 3D coordinates of the matching points under the 

lander centroid coordinate system can be determined by 
incorporating Equations (11) and (12) into Equation (10). 
 
3.3 Control Point Selection 
Solving Equation (10) can obtain the coordinates of the 
matching points in descent images. The coordinate accuracy 
of the matching points in different positions of the sequence 
images varies. Thus, before the constraint of the SFS results 
is transformed, the matching points must be selected first 
and the points with higher precision considered as the 
control points for constraint transformation. The coordinate 
of points far from the image center has higher precision [24].  
Based on the above characteristics, the following two 
principles are considered in the final selection of control 
points: 
 

(1) Considering the texture characteristics of the lunar 
surface, the more obvious feature point in the image should 
be selected as the control point. 

(2) The point far from the image center should be selected. 
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3.4 Algorithm Implementation 
First, the SFS method is carried out for the reconstruction 
and the shape is obtained through iteration. The matching 
points of descent images are identified through SIFT, and 
the coordinates under the lander centroid coordinate system 
can be acquired by combining the exterior orientation 
elements of the image. The matching points are used as the 
control points after being selected. Finally, the SFS results 
are converted to the terrain, which can be directly used in the 
path planning task. The details of this process are as follows: 
 

(1) Two images are selected in the descent images, and 
the corresponding exterior orientation elements are obtained 
simultaneously. 

(2) The edge, which has a smaller coverage, is extracted 
through Canny algorithm in the image [25]. The edges are 
fitted, and the gradient proportion of each point on the edges 
is calculated. 

(3) First, the gradient proportions of the points adjacent to 
the edges are obtained based on the gradient proportion 
constraint. Next, the gradient proportions of the rest of the 
points in the image can be solved. 

(4) The reflection equation is established for each pixel 
based on the Lommel–Seeliger reflection model. After 
obtaining the regularization constraint of the gradient 
proportion, the normal vector of the point corresponding to 
the pixel can be solved using the reflection equation. 

(5) According to the normal vector of all the points, 
iteration is used to accomplish the reconstruction by SFS. 

(6) The matching points can be obtained after extracting 
the feature points in two images using the SIFT method. The 
points are selected according to the selection principle of the 
matching points. When the matching results are considered 
as the control points and the matching results and exterior 
orientation elements of the image are combined, the 
coordinates of the selected matching points under the lander 
centroid coordinate system can be obtained. 

(7) Combining the coordinates of control points in the 
SFS results and the lander centroid coordinate system can 
solve seven parameters of the Bursa model. Finally, the 
reconstruction is completed by employing the seven 
parameters to convert the SFS results. The terrain can be 
directly used in lunar exploration. 
 

4. Experimental Results and Discussion 
 
To assess the accuracy of the proposed algorithm for 
reconstruction, three types of data, namely, MATLAB 
simulated images, laboratory images, and images of Chang'e 
III, are used. 
 
4.1 MATLAB-Simulated Images 
MATLAB-simulated images are used to verify the 
correctness of the SFS portion of the proposed algorithm. 
The illumination direction of images 1 and 2 are (1.5, 0, 1) 
and (1, 0.8, 1.5) respectively. 

Figure 3a shows image 1 simulated by MATLAB, Figure 
3b presents the real shape that corresponds to image 1, 
Figure 3c describes image 2 simulated by MATLAB, and 
Figure 3d illustrates the real shape that corresponds to image 
2. 
 

        
(a)                                              (b) 

      
(c)                                              (d) 

Fig.3. MATLAB-simulated images and their shape 
 
 

The Pentland and Tsai methods, which exhibit better 
recovery effect in SFS, and the proposed methods are 
employed to restore two images. Figures 4 and 5 are the 
reconstruction results of images 1 and 2 respectively. (a), (b), 
and (c) are the reconstruction results of the Pentland 
algorithm, Tsai algorithm, and proposed algorithm, 
respectively.   

 

             
(a)                                                      (b)                                                     (c)  

Fig.4.  Reconstruction results of image 1 
 

 

              
 (a)                                                      (b)                                                     (c)  

Fig.5.  Reconstruction results of image 2 
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The reconstruction error of various methods is obtained 
based on the actual shape of the simulated image. Figures 6 
and 7 show the reconstruction errors of images 1 and 2 

under different methods. (a), (b), and (c) are the 
reconstruction errors of the Pentland algorithm, Tsai 
algorithm, and proposed algorithm, respectively. 

 

             
 (a)                                                      (b)                                                     (c)  

Fig.6.  Reconstruction errors of image 1 under different methods 
 

             
 (a)                                                      (b)                                                     (c)  

Fig.7.  Reconstruction errors of image 2 under different methods 
 

The charts of the reconstruction results and the 
reconstruction errors can effectively verify the feasibility of 
our algorithm. Tables 1 and 2 indicate the statistical values 
of the reconstruction errors. The SFS reconstruction results 
are relative. Thus, the errors are reflected in a uniform scale 
without a specific unit. 
 
Table 1. Error statistics of image 1 

Algorithm Minimum Maximum Mean Mean square 
Pentland method -0.851 0.871 0.341 0.200 

Tsai method -0.867 0.955 0.380 0.180 
Proposed method -0.370 0.777 0.217 0.102 

 
Table 2. Error statistics of image 2 

Algorithm Minimum Maximum Mean Mean square 
Pentland method -0.627 0.893 0.291 0.203 

Tsai method -0.782 0.802 0.151 0.207 
Proposed method -0.266 0.286 0.080 0.070 

 
The results can be obtained by employing statistical tools. 

In all the SFS reconstruction results, large errors tend to 
occur in the shadow and in poorly illuminated areas. SFS is 
a reconstruction algorithm based on pixel gray. Thus, the 
reflection of the shadow and the poorly illuminated area is 
not consistent with the reflective nature of the theory. The 
accuracy of the SFS recovery results in this type of area is 
poor and cannot even be recovered. Reconstructing this type 
of area cannot be completed with binocular stereo vision 
methods. 

The Pentland method recovery error occurs mainly in 
areas where gray changes in the image are more intense. 
This phenomenon occurs because p and q in the reflection 
equation are carried out by Fourier transformation and 
linearization by Pentland, and the result is inhibited by the 
smoothness constraint. 

The results of the Tsai method are better in well-
illuminated areas. However, in the shadow region, 
particularly near the edge of the shadow, the results of this 
method significantly vary from actual conditions. The main 
reason for this observation is that the reflection equation is 
linearized by the Tsai algorithm, and the reflection of the 
edge is changed from the ideal reflection model. Thus, 
substantial error in the final reconstruction results appears. 

The results of the proposed algorithm are closer to the 
actual situation because the gradient directions of the edge 
are used to complete the constraints for the normal vector of 
the terrain points. Thus, our method is better than the 
previous methods. The maximum error and the mean square 
error are smaller, although the error of the shadow area 
recovery is still large. 
 
4.2 Laboratory Images 
Laboratory images are used to verify the accuracy of the 
overall algorithm. Figure 7 shows the laboratory images of 
the simulated landing process, which are captured at 
different heights. The light directions are (1, 0, 0.7). (a), (b), 
(c), and (d) are images 3 to 6, respectively. Image 3 is taken 
at the height of 11 m, image 4 at 8 m, image 5 at 5.5 m, and 
image 6 at 4 m. Riegl 360i 3D laser scanner is employed to 
scan the simulated lunar surface in the laboratory, and the 
scan interval is 0.5 cm. The accuracy of the results of 
different algorithms is tested by considering the scan results 
as correct. 
 

        
(a)                                                  (b) 

        
(c)                                                  (d) 

Fig. 7. Laboratory images 
 

Adopting the proposed selection principle can obtain the 
matching points through the SIFT algorithm, as shown in 
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Figure 8. (a) is the matching result of images 3 and 4, and 
(b) is the matching result of images 5 and 6. 

 

  
(a) 

  
(b) 

Fig. 8. Matching results 
 

According to the matching results in Figure 8, the ground 
coordinates of the matched points can be obtained by 
combining the exterior orientation elements of the images. 
The matching points must be located in the overlap region. 
Thus, SFS reconstructions are carried out for images 6 and 7 
in Figure 7, and the corresponding coordinates of the 
matching points in the SFS reconstruction results are 
determined. Using the coordinates of the matching points 
under two coordinate systems, seven parameters of the 
Burse model for transformation can be solved. The SFS 
reconstruction results are converted into the ground 
coordinate system. Figures 9 and 10 show the final results of 
images 4 and 6 (unit: m), respectively. The reconstruction 
errors of the three methods are compared with the laser 
scanner scan results. In Figures 9 and 10, (a) is the scan 
result, (b) is the Pentland result, (c) is the Tsai result, and (d) 
is the proposed method’s result. Figures 11 and 12 illustrate 
the recovery errors of images 4 and 6 (unit: m) respectively. 
In Figures 11 and 12, (a) is the reconstruction error of 
Pentland, (b) is the reconstruction error of Tsai, and (c) is 
the reconstruction error of the proposed method. 
 
 

 

             
(a)                                                  (b)                                                   (c)                                                  (d) 

Fig.9. Reconstruction results of image 4 
 
 

             
(a)                                                  (b)                                                   (c)                                                  (d) 

Fig.10. Reconstruction results of image 6 
 

 

             
(a)                                                      (b)                                                     (c)  

Fig.11. Reconstruction errors of image 4 
 

             
 (a)                                                      (b)                                                     (c)  

Fig.12. Reconstruction errors of image 6 
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Tables 3 and 4 present the statistical values of the 
reconstruction errors of images 4 and 6 under different 
methods respectively. 
 
Table 3. Error statistics of image 4 

Algorithm Minimum Maximum Mean Mean square 
Pentland method -0.481 0.485 0.111 0.076 

Tsai method -0.418 0.452 0.157 0.074 
Proposed method -0.431 0.451 0.067 0.050 

 
Table 4. Error statistics of image 6 

Algorithm Minimum Maximum Mean Mean square 
Pentland method -0.361 0.382 0.100 0.078 

Tsai method -0.340 0.467 0.120 0.085 
Proposed method -0.315 0.471 0.094 0.063 

 
Based on the reconstruction results and the errors of 

different algorithms in the figures and tables above, the 
following results can be obtained: 

 
(1) Compared with the classical SFS algorithm, the 

recovery results of the proposed method exhibit the correct 
size after obtaining the constraint of the matching point (unit: 
m). Such reconstruction result can be used for the path 
planning of the rover. 

(2) The proposed algorithm exhibits the smallest 
maximum error compared with the Pentland and Tsai 
algorithms, and the mean error and mean square error are 
lesser than that of the previous algorithm. Thus, the 
proposed algorithm is better in terms of reducing errors. 

(3) In the reconstruction results for laboratory images, the 
maximum errors of the three methods occur in the shadow 
areas. In addition, the errors near the edges are greater than 

those in other areas. These phenomena occur because the 
reflection characteristics of these areas vary from the 
theoretical reflection model. 

(4) Global errors exist because of the errors of 
illumination, parameters for coordinate system 
transformation, and reflection coefficient of the material.  

 (5) Surface continuity constraint is used in the Pentland 
method and the proposed method. The results of the two 
algorithms are smoother compared to the recovery results of 
the Tsai algorithm. 

 (6) In the proposed algorithm, a large error occurs in the 
shadow and in areas near the edges, indicating that the 
positioning accuracy of the edges significantly affects the 
final results. The errors of gradient proportion are also 
attributed to the edge position. Edge position caused the 
difference between the final results and the actual terrain. 
 
4.3 Images of Chang'e III 
Two images of Chang'e III were extracted for the 
reconstruction. Figures 13a and 13b illustrate the descent 
images of the Chang'e III lander, and the matching points 
obtained by the SIFT algorithm are shown in Figure 13c. 
According to the shooting time of the image, the light 
direction can be obtained, which is (1, -0.5, and 0.8). The 
shooting height of image 7 was 33 m, and the shoot height 
of image 8 was 20 m. 

Reconstructions are first carried out using the three SFS 
methods, and the results are converted by the matching 
points. Figure 14 presents the reconstruction results of 
different methods. (a) is the Pentland result, (b) is the Tsai 
result, and (c) is the result of the proposed method. 
 

 

               
(a)                                            (b)                                                                          (c)                        

Fig. 13. Descent images and matching result 
 

             
 (a)                                                      (b)                                                     (c)  

Fig. 14. Reconstruction results of Chang'e III image 
 

The results show that the Pentland result is the worst 
among all three methods, the result of Tsai is better, and the 
result of the proposed method is closest to the actual terrain. 
 
4.4 Analysis 
The proposed algorithm uses gradient proportion constraint 
instead of the traditional mathematical constraint. Thus, our 
SFS terrain reconstructions are closer to the actual situation. 
The SFS reconstruction result was converted by the 
matching points, which can be used directly in practical 
engineering.  

The main factors of this paper are as follows: 
 

(1) The gradient proportional constraint is the primary 
factor in our algorithm. Gradient proportional factor is 
solved starting from the edges. The positions of the extracted 
edges vary from actual positions, resulting in the error of the 
normal vector and reconstruction error eventually. 

(2) After fitting the edge, the gradients of points on the 
edge can be obtained. The gradients of the rest of the points 
can be solved through evolution. The number of pixels used 
determines the accuracy of edge fitting, which finally affects 
the gradient proportion. 

(3) The coordinates of the matching points under the 
lander centroid coordinate system in descent images can be 
solved by combining the exterior orientation elements. The 
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corresponding coordinates in the SFS result can be 
determined. The coordinates of these points are used to solve 
the transformation parameters for the coordinate system. The 
errors of these coordinates result in the error of the 
conversion parameters. 
 
 
5. Conclusions 
 
This paper presents a new reconstruction approach combined 
with image matching and SFS. The projection direction of 
the normal vector of the surface point and adjacent edge 
point is the same in the plane. According to the proposed 
principle of uniform projection direction, the reflection 
equation could be constrained by the gradient proportion 
instead of the traditional mathematical method. Thus, the 3D 
reconstruction results could be obtained relatively. The 
results were restricted by the matching points and could be 
converted to the lander centroid coordinate system. The 
results of testing the proposed approach demonstrated that 

the reconstruction errors of the proposed method were lesser 
than those of the Pentland and Tsai methods. The result of 
the proposed algorithm for descent images of Chang'e III 
was closer to the actual situation. The proposed method 
combines image matching and SFS technology for the first 
time. This method addresses the weakness of the traditional 
SFS algorithm, which can only obtain the relative shape, 
overcomes the deficiency of the matching point caused by 
the lack of texture in the descent images, and successfully 
applies the matching of descent images of Chang'e III. The 
proposed algorithm of this work can serve as a reference for 
China's lunar exploration project. 
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