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Abstract 
  
Wind	speed	forecasting	is	important	for	wind	power	generation	and	integration.	In	this	paper,	Nonlinear	Autoregressive	
model	process	with	eXogenous	input	(NARX)	is	proposed	for	wind	speed	forecast.	The	main	aim	of	this	experiment	is	to	
forecast	 wind	 speed	with	meteorological	 time	 series	 data	 as	 input	 variable	 using	 NARX	model.	 Prior	 to	 forecasting,	
ReliefF	 feature	 selection	 is	 used	 for	 identification	 of	 important	 features	 for	 wind	 speed	 forecast	 and	 reduces	 the	
complexity	 of	 the	model.	 Performance	 is	 evaluated	 in	 terms	of	mean	 square	 error	when	using	 the	 feature	 selection	
method	with	the	NARX	model.	
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1. Introduction 
 
Wind energy is one of the important renewable energy 
sources, and it is an alternative to conventional power 
generated from fossil fuel. Wind power generation is rapidly 
increasing and it is a significant contributor to the electricity 
grid. In recent years, with the large scale expansion of wind 
farm, more energy is obtained from wind sources. Wind 
power satisfies the electrical demand and maximizes both 
economic and environmental benefits. Wind speed 
forecasting is an important criterion to address the variability 
and uncertainty of wind speed. The wind speed forecast for 
the wind energy sector is important due to following reasons 
like wind power unit commitment decision, load increment 
and decrement decision, maintenance scheduling and energy 
storage optimization. 
 Wind speed is a time series data measured at different 
intervals of time. A system characterized by time horizon 
can be used to predict the wind speed. In general wind 
power sector, forecasting can be segregated into three time 
horizons as very short term, short term and medium term or 
long term. A very short term time horizon is for very few 
hours only. These forecasts are useful for unit commitment 
and trading in intraday markets. Short term time horizon 
could be for 12 hours to 48 or 72 hours. These forecasts are 
useful for trading in the day- ahead market and maintenance 
scheduling. A medium term time horizon is for a few days (3 
to 7 days). These forecasts are useful for maintenance 
planning of conventional power generation plants [1], [2]. 
 The paper is organized as follows. Section 2 presents 
review on wind speed forecasting approaches. In section 3 
significance of feature selection is discussed and ReliefF 
feature selection is addressed to select important features for 

wind speed forecasting. In section 4 introduction about 
Artificial Neural Network (ANN) and NARX neural 
networks model for wind speed forecasting is tested. Finally, 
section 5 shows result analysis and performance evaluation 
of wind speed. The framework of the proposed wind speed 
architecture is shown in Fig.1. 
 

 
Fig. 1.Framework of wind speed forecasting 
 
 
2. Review on wind speed forecasting approaches 
 
Hui Liu et al. [3] propose a statistical method to predict wind 
speed and wind power. Forecasting method based on the 
wavelet and the Improved Time Series a Method (ITSM). 
Decomposition of the original time series into a number of 
different sub-series performed by wavelet. ITSM is applied 
to build the prediction models for every sub-series, and 
make multi-step forecasting in each sub-series. Calculation 
of aggregates of sub-series is done to attain the final 
forecasting for original time series. Forecasting results of the 
proposed method are compared using classical time series 
method and BP network methods. The proposed method 
improves the accuracy of forecasting over the other methods. 
K.GnanaSheela et al. [4] propose a neural Network based 
hybrid computing model for wind speed prediction. The 
proposed hybrid model is combination of Self Organizing 
feature Maps (SOM) and Multilayer Perceptron (MLP) 
network that ensures a more reliable wind speed prediction.  
SOM is used for clustering of input data for determining the 
relationship between input vectors and MLP for prediction 
of data. The hybrid model is the improved accuracy with 
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minimal error. S. Salcedo-Sanz et al. [5] proposes short-term 
wind speed prediction based on a Coral Reefs Optimization 
algorithm (CRO) and an Extreme Learning Machine (ELM). 
The approach is based on a feature selection with the CRO, 
and reduced number of predictive variables out of the total 
available from the Weather Research and Forecast model 
(WRF). This set of features used as input of an ELM and 
provides the wind speed prediction. This paper focus that 
feature selection process performed with the CRO is robust, 
and the features selected are very important in the wind 
speed prediction. Hui Liu et al. [6] establish that hybrid 
model ARIMA-Artificial Neural Networks (ANN) and 
ARIMA-Kalman Filter (KF) used for wind speed prediction. 
Build an ANN forecasting model of a section of wind speed 
sample. First, an ANN modelling process, a time series 
ARIMA is used to decide its best structure. Second, 
Establish a Kalman forecasting model for the same wind 
speed data. To get the best initial parameters of the Kalman 
model, a time series ARIMA is employed. Two hybrid 
models including the ARIMA-ANN, ARIMA Kalman filter 
and Pure ARIMA are used for multi-step ahead prediction of 
wind speed data. The performance of the two hybrid models 
is better than that of the pure ARIMA model, and the 
performance of the ARIMA-Kalman model is better than 
that of the ARIMA-ANN model. Finally the two hybrid 
models have good forecasting accuracy. 
 
 
3. Significance of Feature Selection 
 
A fundamental problem of machine learning is to 
approximate the functional relationship between an input 
and output. At times, an accurate output is not determined by 
complete set of the input features instead, it is decided only 
by the subset of features.  The probability of data mining 
algorithms extracting incorrect pattern is relatively high in 
these kind of multidimensional dataset. Most of data mining 
techniques need some degree of reduction in order to handle 
with large amounts of data, so an efficient and effective 
dimensional reduction method is required [7]. 
 Feature selection is the choosing of a small subset of 
features that is necessary and sufficient to describe the target 
concept [8]. Selecting suitable set of features is extremely 
important since the feature set selected is the only source of 
information for any learning algorithm. The main aim of 
feature selection is to avoid selecting too many or too few 
features than is necessary. If too few features are selected, 
there is a good chance that the information content in this set 
of features is low.  Instead, if too many (unrelated) features 
are selected, the effects due to noise present in the data may 
minimize the information content [9]. Two problems which 
may be induced by irrelevant features involved in machine 
learning process is the increased computational cost and also 
it leads to over fitting. 
 Feature selection is broadly classified into two types, 
namely the filter method and wrapper method. Filters 
estimate a relevance index for each feature to measure how 
relevant a feature is to the target. Then filter rank features by 
their relevance indices and perform search according to the 
ranks or based on some statistical criterion e.g. significance 
level. The most distinguishing characteristic of filters is that 
the relevance index is calculated based solely on a single 
feature without considering the values of other features. 

Wrappers rank feature subsets by the prediction performance 
of a classifier on the given subset Wrappers can be used to 
search through all possible subsets of features and explore 
the mutual information between features. After choosing a 
classifier (preferably consistent), wrappers evaluate the 
prediction performance either by cross-validation or 
theoretical performance bounds. 
 The feature selection procedure is addressed to select 
important feature and reduce the complexity of models. 
Feature selection is to determine a minimal feature subset of 
the problem domain while retaining high accuracy in 
representing the features. In this paper, ReliefF method is 
used to select important feature for wind speed forecasting. 
 
3.1 ReliefF method  
The key idea ReliefF is to estimate the quality of attributes 
according to how well their values distinguish between 
instances that are near to each other. Given a randomly 
selected instance Im from class L, ReliefF searches for k of 
its nearest neighbors from the same class called nearest hits 
H, and also k nearest neighbors from each of the different 
classes, called nearest misses M. It then updates the quality 
estimation Wi for i-th attribute based on their values for Im, 
H, M. If instance Im and those in H have different values on 
the i -th attribute, then the quality estimation Wi is 
decreased. On the other hand, if instance Im and those in M 
have different values on the i-th attribute, then Wi is 
increased. These whole processes repeat n times to return 
weights of all features. ReliefF is fast, not limited to data 
types, fairly noise- tolerant and unaffected by feature 
interaction. The meteorological datasets contain following 
attributes like incoming shortwave radiation, reflected 
shortwave radiation, relative humidity, ambient air 
temperature, barometric pressure, wind direction, 
precipitation (Tipping Bucket), precipitation (Belfort), sonic 
range sensor for snow depth, shallow soil temperature, deep 
Soil temperature, deep oil moisture, precipitation 
(GeoNor).The ReliefF feature selection algorithm is applied 
in this meteorological dataset for wind speed prediction. 
Features like ambient air temperature, wind direction, 
relative humidity, incoming and reflected shortwave are 
identified to be significant as by the algorithm and it is 
shown in Fig 2. 

 
Fig .2 Feature seletion using ReliefF method 
 
 
4. Artificial Neural Network (ANN) 
 
ANN may be defined as an information processing model 
that is inspired by the way biological nervous system. The 
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main objective of the neural network research is to develop a 
computational device for modelling the brain to perform 
various computational tasks at a faster rate than the 
traditional systems. ANN have been successfully applied to 
a number of time series prediction and modelling tasks, 
including financial time series prediction [10], 
communication network traffic prediction [11], chaotic time 
series prediction [12],[13]. Neural networks have more 
comprehensive and more flexible functional forms compared 
to the traditional statistical methods. There are two types of 
neural networks: dynamic and static networks. 
[14],[15],[16].Static networks, such as Adaptive Neuro-
Fuzzy Inference Systems and Multi-layer Feed-forward 
Neural Network, have no feedback, and the output are 
calculated directly based on their connection with Feed-
forward input. But in dynamic neural networks, such as 
nonlinear neural network autoregressive (NNAR), the output 
depend on the current and past values of input, output, and 
the network structure [17].  
 
4.1 NARX model 
The nonlinear autoregressive network with exogenous input 
(NARX) is a recurrent dynamic network, with feedback 
connections enclosing several layers of the network. This 
model is well suited for modelling nonlinear systems and 
especially time series. The most important application of 
NARX dynamic neural networks is in control systems. There 
are two significant features of NARX. Learning is more 
effective in NARX networks than in other neural network 
(the gradient descent is better in NARX). Second, these 
networks converge much faster and generalize better than 
other networks [18], [19], [20]. 
 NARX network can be trained in two modes: series 
parallel and only parallel. In series-parallel mode the true 
output is used instead of feeding back the estimated output. 
In parallel mode the output is feedback to the input of the 
feedforward neural network as part of the standard NARX 
architecture. [21], [22]. This paper focuses on parallel mode. 
The structure of NARX network used in the paper as shown 
in Fig.3. 
 The input for NARX network consists of two parts: the 
external input and the previous output of the network. We 
assume that w(t) and s(t)  are the  external input and output 
of network at time t respectively, noise delay time of output 
feedback ,ni is the delay time of external input, thus the 
output of NARX network is defined as  
 
𝑠 𝑡 = 𝑓 𝑠 𝑡 − 1 , 𝑠 𝑡 − 2 …… 𝑠 𝑡 − 𝑛! ,   𝑤 𝑡 −
1 ,𝑤 𝑡 − 2 …𝑤 𝑡 − 𝑛!              1   
 
 The output of network depends not only on w (t-i) where 
i=….. ni, current and previous input to the network, but also 
on s(t-i)i…… n0 , previous output of the 
network.[23],[24],[25. 
 
5. Results and Discussion  
 
The proposed NARX model is tested for the time series 
meteorological data set of 3000 samples having 15 minute 
interval from weather station at University of Waterloo. The 
proposed NARX model with all features (original datasets) 
is used to forecast the wind speed. ReliefF feature selection 
method is used to find the important features of wind speed 

forecasting and reduce the complexity of model. NARX 
model with selected features like wind direction, 
temperature, humidity, pressure is used to forecast the wind 
speed. 
 
 

 
Fig. 3 NARX network structure 
 
 
5.1Performance Evaluation  
The performance of the model in terms of the forecasting 
accuracy, several evaluation criteria is used. Mean Square 
Error (MSE) is a widely used criterion to find the difference 
between the values obtained by the proposed model (yi) and 
the actual values (ti), N is the number of forecasted samples. 
Lesser the value of MSE more is the accuracy of forecasting. 
 

𝑀𝑆𝐸 =
1
𝑁 𝑡! − 𝑦! !

!

!!!

                                      2    

 
 The proposed NARX model with feature selection and 
without feature selection is tested. The wind speed forecast 
output of the NARX model without feature selection is 
shown in Fig 4. The wind speed forecast output of the 
NARX model with feature selection is shown in Fig 5. 
 

 
Fig 4. Actual and forecasted wind speed output using NARX model 
without feature selection 
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Fig 5. Actual and forecasted wind speed output using NARX model 
with feature selection. 
 
 
 It is clear from the result that the performance of NARX 
with feature selection mean square error is a 0.4771 and 
NARX model without feature selection MSE is 0.6355. 

Forecasting wind speed using NARX model with feature 
selection is accurate.  
 
 
6. Conclusion  
 
In this paper, NARX model is implemented to forecast short 
term wind speed. The results indicate that the NARX with 
feature selection is the best fit model for the given data set. 
Wind speed has direct influence on the power generated by 
the wind turbine. By NARX model results the important 
feature selection for wind speed forecast are wind direction, 
temperature and humidity. Proper knowledge of wind speed 
and its forecast is used for scheduling and planning the wind 
power generation. We propose to implement data mining 
techniques as part of our future work to reduce the 
forecasting error. 
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